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Keynote speakers

Martha W. Alibali

University of Wisconsin - Madison, USA

Toward an Integrated Framework for Gesture Production and
Comprehension

In this talk, I draw on multiple lines of research to sketch an integrated framework for
gesture production and gesture comprehension. The first part of the talk will focus on
gesture production. [ will present evidence that gestures derive from simulated actions
and perceptual states. [ will argue that these mental simulations and the corresponding
gestures serve to schematize spatial and motoric features of objects and events, by
focusing on some features and neglecting others. Further, I will argue that, because of
its ability to schematize, gesture can affect thinking and speaking in specific ways. The
second part of the talk will focus on gesture comprehension. I will argue that seeing
others’ gestures evokes simulations of actions and perceptual states in listeners. In turn,
these simulations guide listeners to schematize objects and events in particular ways.
These simulations may also give rise to gestures or actions. The third section of the talk
will seek to bring production and comprehension together. I will argue that, with
experience and via processes of statistical pattern detection, people develop
expectations about when others are likely to produce gestures. These expectations
guide people's attention to others’ gestures at times when those gestures are likely to
contribute to comprehension. Thus, gesture production and comprehension are linked,
both because of their shared ties to the action system, and because gesture
comprehension depends, in part, on patterns that arise due to regularities in gesture
production.
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Alessandro Duranti
UCLA, USA

Eyeing Each Other: Visual Access during Jazz Concerts

During jazz concerts it is expected that the members of small combos will take one or
more “solos,” that is, turns at creating “on the spot” melodies, chord substitutions, or
rhythmic patterns. The absence of a conductor and the expectation that what is being
played is different from whatever is annotated on the page create a number of
interactional problems that need to be resolved. I will focus on one problem: musicians
need to know at any given time who is going to solo next or when the solos are ending
and all the band members join in to play the melody one more time. A number of
possible principles are made available by the history and culture of jazz including a
sometimes explicit and other times implicit “hierarchy of players and instruments” (e.g.,
the band leader goes first; horn players go before rhythm section players like the pianist
or the guitarist; the drummer takes one solo during each set). In most situations,
however, the aesthetics of jazz improvisation leaves room for ambiguity about the
identity of the next player and the length of each solo. As I will show, it is in these
contexts that eye gaze and other gestures as well as body postures come to play an
important role. But I will also argue that gestures and body postures can only be
meaningful and effective against a shared understanding of where a transition point is
possible.
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Scott Liddell

Gallaudet University, USA

Signers depict to such an extent that it is difficult to find a stretch of discourse without
some type of depiction. Tokens are minimal depictions that take the form of invisible,
isolated entities in the space within the signer’s reach. Although invisible, tokens are
conceptually present at those sites and signers can direct pronouns and indicating verbs
toward them for referential purposes. Other invisible depictions include linear spatial
paths that depict time. Buoys, a class of signs produced by the non-dominant hand, also
depict entities, but buoys make the depictions visible. Theme buoys, fragment buoys,
and list buoys also give a physical form to the entities associated with them. Surrogates
are depictions of (typically) humans and may be visible or invisible. A visible surrogate
takes the form of (part of) the signer’s body and depicts actions and dialogue. Visible
surrogates frequently interact with life-sized invisible surrogate people or entities.
Another type of depiction involves shapes or topographical scenes, including actions
within those scenes. Depicting verbs create and elaborate this type of depiction and will
be the focus of this presentation. Depicting verbs comprise a very large category with
unique lexical and functional properties. Their lexical uniqueness comes from their lack
of a specified place of articulation, and for some, unspecified aspects of the hand’s
orientation. Their functional uniqueness comes from the requirement to produce every
instance of a depicting verb within a spatial depiction. The depicting verb VEHICLE-BE-
AT, for example, expresses the fixed, lexical meaning ‘a vehicle is located on a surface’.
But, a depicting verb never expresses only its lexical meaning. That meaning is always
embedded within a depiction. Since VEHICLE-BE-AT has no lexically specified place of
articulation, signers must provide one each time they use the verb. The place selected
locates the vehicle within a topographical depiction and the orientation of the hand
depicts the vehicle’s orientation. Combining the lexical meaning with the depiction
produces something like, ‘A vehicle is located (right here in the depiction) on a surface
(facing this way in the depiction)’. The combination of fixed lexical meaning and non-
fixed, creative depiction produces a vastly enhanced meaning from a single depicting
verb. Video examples from adults and children will illustrate the extent to which
depicting verbs are used, the nature of what they depict, and the speed at which signers
are able to shift between depictions.
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Cornelia Miiller

European University Viadrina Frankfurt Oder, Germany

Frames of Experience - The Embodied Meaning of Gestures

Addressing gestures as an embodied form of communication might appear somewhat
tautological, while, in fact, most of the current debates in philosophy, linguistics,
psychology, anthropology or the cognitive sciences more generally have not had much
impact on theorizing the meaning of gestures in its specifics as a bodily mode of human
expression (Streeck 2010 praxeological view is an important exception). My attempt to
offer an embodied understanding of the meaning of gestures is related to Streeck’s work
but also informed by cognitive linguistic’s perspective on the embodied grounds of
meaning more generally. Philosopher Mark Johnson formulates this position in his book
The Meaning of the Body: An Aesthetics of Human Understanding: “[...] meaning grows
from our visceral connections to life and the bodily conditions of life. We are born into
the world as creatures of the flesh, and it is through our bodily perceptions, movements,
emotions, and feelings that meaning becomes possible and takes the form it does.”
(Johnson 2007: 17)

[ am going to suggest that gestures are a primary field to study how meaning emerges
from bodily experiences. Not only are they grounded in very specific forms of embodied
experience, but, by studying gestures, we can actually learn something about how
meaning and even some very basic linguistic structures may emerge from embodied
frames of experience notably in conjunction with their interactive contexts-of-use. This
take on gestural meaning includes referential as well as pragmatic gestures. Informed
by the Aristotelian concept of mimesis as fundamental human capacity a systematics for
an embodied cognitive-semantics and pragmatics of gestures will be presented. I will
argue that the meaning of gestures referring both metaphorically and non-
metaphorically is experientially grounded in different forms of bodily mimesis and that
the same holds for pragmatic forms of gesturing (see also Zlatev 2014).

Putting the mimetic potential of gestures center-stage opens a systematic pathway to
accounting for the meaning of a given gestural form. Gestural mimesis, however, never
happens outside a given moment in a communicative interaction. The meaning of
gestures, therefore always incorporates this specific contextual moment and this is
what I refer to as frame of experience (Fillmore 1982). In conventionalization processes
of co-speech gestures, we can witness sedimentations of the interplay between a
motivated kinesic form and aspects of context that result in ‘semantizations’ of form
clusters and kinesic patterns. Sometimes this involves the analytic singling out of a
meaningful kinesic core with particular contextualized meanings as for example in the
case of a group of gestures sharing a movement away from body.

The meaning of gestures thus emerges from embodied frames of experience, where
embodiment involves both the sensory-motor experience of the body in motion and the
specific intersubjective contextual embedding of this bodily experience.
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Catherine Pélachaud

CNRS, Télécom - ParisTech, France

Modeling conversational nonverbal behaviors for virtual
characters

In this talk I will present our on-going effort to model virtual character with nonverbal
capacities.

We have been developing Greta, an interactive Embodied Conversational Agent
platform. It is endowed with socio-emotional and communicative behaviors. Through
its behaviors, the agent can sustain a conversation as well as show various attitudes and
levels of engagement.

The ECA is able to display a large variety of multimodal behaviors to convey
communicative intentions. We rely on a lexicon that contains entries defined as
multimodal signals temporally coordinated. At run time, the signals for given
communicative intentions and emotions are instantiated and their animations realized.
Communicative behaviors are not produced in isolation from one another. We have
developed models that generate sequences of behaviors; that is behaviors are not
instantiated individually but the surroundings behaviors are taken into account.

During this talk, I will first introduce how we build the lexicon of the virtual character
using various methodologies, eg corpus annotation, user-centered design or motion
capture data. The behaviors can be displayed with different qualities and intensities to
simulate various communicative intentions and emotional states. [ will also describe the
multimodal behavior planner of the virtual agent platform.
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Special guest

Leonard Talmy

University at Buffalo

Gestures as Cues to a Target

This talk examines one particular class of co-speech gestures: "targeting gestures". In
the circumstance addressed here, a speaker wants to refer to something -- her "target” -
- located near or far in the physical environment, and to get the hearer's attention on it
jointly with her own at a certain point in her discourse. At that discourse point, she
inserts a demonstrative such as this, that, here, there that refers to her target, and
produces a targeting gesture. Such a gesture is defined by two criteria. 1) It is
associated specifically with the demonstrative. 2) It must help the hearer single the
target out from the rest of the environment. That is, it must provide a gestural cue to
the target.

The main proposal here is that, on viewing a speaker's targeting gesture, a hearer
cognitively generates an imaginal chain of fictive constructs that connect the gesture
spatially with the target. Such an imaginal chain has the properties of being unbroken
and directional (forming progressively from the gesture to the target). The fictive
constructs that, in sequence, comprise the chain consist either of schematic (virtually
geometric) structures, or of operations that move such structures -- or of both
combined. Such fictive constructs include projections, sweeps, traces, trails, gap
crossing, filler spread, and radial expansion.

Targeting gestures can in turn be divided into ten categories based on how the fictive
chain from the gesture most helps a hearer determine the target. The fictive chain from
the gesture can intersect with the target, enclose it, parallel it, co-progress with it,
sweep through it, follow a non-straight path to it, present it, neighbor it, contact it, or
affect it.

The prototype of targeting gestures is pointing, -- e.g., a speaker aiming her extended
forefinger at her target while saying That's my horse. But the full range of such gestures
is actually prodigious. This talk will present some of this range and place it within an
annalytic framework.

This analysis of targeting gestures will need to be assessed through experimental and
videographic techniques. What is already apparent, though, is that it is largely
consonant with certain evidence from the linguistic analysis of fictive motion and from
the psychological analysis of visual perception.
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Lexical acquisition and Gesture across Bantu and
Romance languages

Olga Capirci ! Jean-Marc Colletta 2

1Consiglio Nazionale delle Ricerche - CNR (ITALY) (ISTC-CNR) - Via S. Martino della Battaglia 44, 00185
Roma (RM), Italy * Université Stendhal (Grenoble 3) - BP 25 38040 Grenoble Cedex, France

Within research on gestures in development only few studies have offered comparative data on
early gestures of young children from different linguistic and cultural contexts. Recently some
comparative studies have relied on an Italian picture-naming task (PiNG test; Bello et al., 2010,
2012) triggering children’s spontaneous gesture production across a wide range of items (i.e. 40
pictures) to attempt effective comparisons across different languages and cultures (Pettenati et
al.,, 2005; Stefanini et al. 2009). Therefore, researchers extended the use of this test to other
populations to include children from Japan, Australia, Canada and Britain, while still relying on a
common and structured tool for data collection (Pettenati et al., 2012; Hall et al, 2013;
Marentette et al., 2015; Morgan, in press). However, comparative studies using the PinG have
only considered highly economically developed countries, while no study to date has considered
child populations from Africa or from rural environments. These populations may differ their
overall communicative style, also influencing their gesture production, as well as in their lexical
development, which has been proven to be closely related to children’s gesture production
(Iverson et al., 1994; Ozcaliskan & Goldin-Meadow, 2005). This panel is aimed at presenting
new comparative data on using the PiNG task with children living in South Africa, France and
[taly, considering for the first time both Bantu (i.e. Zulu and South Sotho) and Romance (i.e.
French and Italian) languages. This data, from the broader GEST LA D project, was collected by a
four collaborating international teams sharing tasks (i.e. adaptation of the PinG for French and
Bantu children), methods (i.e. the task was administered in comparable ways in very different
cultural contexts), coding (i.e. same coding scheme for video analysis and same annotation
software) and age groups (i.e. each partner considered 3 age groups, with a mean age of 24, 30
and 36 months respectively) to explore spontaneous gesture production.

The four contributions are:

1) R. Kunene Nicolas, S. Ahmed, N. Ntuli "Spontaneous gestures in lexical items of Zulu speaking
children”

2) T. Nteso and H. Brookes "The use of representational gestures by South Sotho children aged
24 to 36 months”

3) J.-M. Colletta, A. Hadian Cefidekhanie, E. Jalilian ”"Morphological variation in early
representational gesture”

4) H. Brookes, R. Kunene-Nicolas, 0. Capirci, J.-M. Colletta, L. Sparaci, A. Hadian Cefidekhanie
"Gesture productions across linguistic and cultural contexts”

Discussant: Virginia Volterra (ISTC- CNR, Rome) for her foundational work on the role of
gestures in language development and on using the PinG task to study children’s gestures both
within and across cultures.

Keywords: Early Gesture, Representational gesture, Bantu Language, Romance Language, Cross, cultural
and cross, linguistic comparison, lexical acquisition
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Spontaneous gestures in lexical items of Zulu
speaking children

Ramona Kunene-Nicolas, Saaliha Ahmed, Nonhlanhla Ntuli
The University of the Witwatersrand (WITS) - South Africa

Previous studies have shown that in children the lexicon is tightly linked to the development of
categorization skills as well as the construction of meaning (Davidoff & Masterson, 1995;
Gentner, 1982). Nouns and Predicates are characterized by differences in their perceptual and
cognitive complexity. In cross-linguistic comparisons, several studies have illustrated the higher
frequency of nouns rather than verbs in the first stages of language development (Goldfield,
2000; Caselli et al.,, 2007). However most languages that have informed this developmental
trend tend have never included the contribution of Bantu languages whose linguistic structure
is agglutinative and has an intricate noun class system. To test this, we adapted the PiNG
assessment of lexical comprehension and production (Bello et al., 2010) to the Bantu language
Zulu. This tool allows the evaluation of children’s repertoires in terms of nouns and predicate
items as well to test the evolution of the lexical development in both speech and gesture.

36 monolingual and typically developing Zulu speaking children aged between 25 to 36 months
(12 participants in groups of 25; 30; 36) and typically participated in this linguistic task and
their spontaneous gestural productions were compared. Data was annotated on Elan, using a
coding manual designed by the collaborators of the Gestland programme in order to compare
lexical development across Bantu and Romance languages.

As reported in previous research, our findings showed that Zulu children had a high prevalence
to noun items than predicate items, noun comprehension and production had a better
performance than predicate comprehension and production. There was also an effect of culture
as the test was adapted from an Italian assessment tool. Children produced spontaneous
gestures in this naming task as in other languages. Children produced a high number of pointing
gestures as well as some representational gestures. There was a higher production of gesture in
the Predicate Production task than the Noun Production task, in line with previous findings that
found children produced more gesture to describe actions (such as pushing/pulling, phoning).
This paper examines the items that solicited the most referential gestures as well as the
developmental trend.

Keywords: Lexical acquisition, representational gestural development, Bantu language
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The use of representational gestures in South Sotho
children aged two to three years

Thato Nteso, Heather Brookes

University of Cape Town (UCT) - University of Cape Town Private Bag X3, Rondebosch, 7701, Cape Town,
South Africa, South Africa

This study examines the use of gestures occuring during a picture comprehension and naming
task among speakers of a Bantu language in South Africa. The comprehension and naming task
(PiNG) was developed for Italian children (Bello et al 2012). For cross-cultural comparative
purposes we did minimal adaptation only replacing four culturally unfamiliar items with the
closest equivalent items familiar in the local context. Sixty-two South Sotho speaking children
(age range between 24 and 36 months; 27 boys; 35 girls) divided into three age cohorts (24; 30;
36 months) identified (comprehension) and named (production) pictures designed to elicit
nouns and predicates (actions and characteristics). Children produced conventional interactive
gestures such as nods for ‘yes’ and shrugs for ‘I don’t know,’ pointing, representational,
pragmatic and word searching gestures. Nodding and pointing were the most frequent types of
gesture followed by representational gestures. The frequency of representational gestures
decreased from 25 to 36 months. Children used more representational gestures during speech
production when they had to name nouns and predicates than during comprehension. Children
produced more representational gestures when naming predicates than nouns. Predicate items
that elicited the most representational gestures were ‘pull,’ laugh,” ‘kiss,” ‘phone,” ‘wash,” ‘open’
and ‘short/long.’ Naming actions appears to elicit the most representational gestures. Children
occasionally produced representational gestures as a subsitute for speech. For example, the
production of a size gesture for ‘long’ and ‘far’ substituting for speech, suggest that children also
use representational gestures when struggling with verbal tasks. Noun production items that
elicited the most representational gestures were ‘heater’ and ‘gloves.” Most representational
gestures involved children using their bodies to mimic the actions depicted in the pictures or
actions relating to the picture. They also used their hands as objects during miming actions eg.
Biting on the fist representing an apple or the flat hand dragged over hair for comb or the fist
and arm used as a hammer. Children also used their hands to show size, distance and shape.
Similar to previous findings in Italian children, representational gestures depicting actions were
more frequent than size and shape gestures (Stefanini et al. 2009). Analysis of representational
gestures across the three age cohorts show some changes in the way in which children
represent objects, actions and concepts. For example, bi-handed asynchronous gestures were
more common among three-year-olds than among two-year-olds. These results are discussed in
relation to findings in other studies on children’s gestural development.

Keywords: South Sotho, gesture development, representational gestures, lexical acquisition
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Morphological variation in early representational
gestures
Jean-Marc Colletta, Ali Hadian Cefidekhanie, Elnaz Jalilian

Laboratoire de Linguistique et Didactique des Langues Etrang’eres et Maternelles (LIDILEM) - Université
Grenoble 3 - France

Young children start to produce representational gestures as early as in their second year,
either as substitutes for speech or combined with words (Capirci & Volterra, 2008). How
children use representational gestures at early and later stages of language acquisition has been
well investigated within the past decades (Acredolo & Goodwyn, 1988; Batista, 2012; Capone &
McGregor, 2004; Colletta & Guidetti, 2010). In this study, we focus on the morphological
features of early representational gestures and their variation between children. To explore this
issue, the Italian PiNG test (Stefanini et al., 2009; Bello et al., 2012) was adapted to French. PING
is a picture identification and denomination task that is used to assess early vocabulary in the
child for both comprehension and production. As was shown in other studies (Pettenati et al.
2012; Pettenati, Stefanini & Volterra, 2009), a fair number of children spontaneously gesture
during the task. In this study, we compared gestural performance between 36 monolingual and
typically developing French speaking children aged 22 to 38 months. The video data was
annotated under Elan, using a coding manual designed by all participants to the on-going
Gestland programme (http://gestland.eu). The first results show that children produced a total
number of 1104 gestures among which 714 points, 331 representational gestures, and 59 other
gestures (i.e. emblems, pragmatic gestures, beats). Among referential gestures, the proportion
of pointing gestures decreased with age whereas the proportion of representational gestures
did not vary so much. Among the latter, some gestures were spontaneously produced by
children during either the comprehension and production tasks or during intervals between
two subtasks, other gestures were elicited by a question from the adult. Representational
gestures the children spontaneously produced mostly referred to the target objects and actions.
Some actions (e.g. ‘to push’, ‘to wash hands’, ‘to phone’, ‘to drive’, ‘to laugh’ ) and objects (‘comb’,
‘umbrella’, ‘lion’, ) activated more gesture production than others, therefore producing
collections of comparable representational gestures. Additional collections were elicited by the
adult such as the ‘toothbrush’ and the ‘book’. The detailed analysis of their morphological
features (handshape, movement, location) showed great variety that we will illustrate by
examples in our presentation. Interestingly, changes in morphological features seem to be
linked to both age and performance in the task. We provide tentative explanations based on the
Joussian mimism framework (Jousse, 1974; Calbris, 2011) applied to early cognitive
development.

Keywords: gesture, children, representation, variation, morphology
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Gesture production across linguistic and cultural
contexts

Heather Brookes, Ramona Kunene-Nicolas, Olga Capirci, Jean-Marc Colletta,
Laura Sparaci, Ali Hadian Cefidekhanie

University of Cape Town (UCT) - Private Bag X3, Rondebosch, 7701, Cape Town, Western Cape, South
Africa

Recent work using the "Parole in Gioco” (PinG) task devised in Italy (Pettenati et al., 2005) to
evaluate vocabulary comprehension/production as well as gesture performance in 2-3 years old
children has provided an opportunity to compare children’s spontaneously produced gesture
for a fixed set of targets across individuals, languages and cultures. Recently funded by ERA, the
GEST LAN D programme adapted the PiNG task to French as well as to two Bantu languages (i.e.
Zulu and South Sotho), first to develop a new psycholinguistic tool in the context of South Africa,
second to explore aspects of representational gesture development at early stages of language
development and third to investigate the effect of linguistic and cultural constraints on
multimodal language production in comparing two Romance and two Bantu languages. Our goal
was to examine the robustness as well as the similarities and differences of gesture use in early
lexical acquisition across different linguistic/cultural contexts, using the Picture Naming Game
(PiNG) as an assessment tool. The test was administered to 36 Italian, French, South Sotho and
Zulu monolingual children aged 23 to 38 months making a total of 144 children. The analyses
focused on the comparability of the type of gestures produced to a fixed set of pictures across
linguistic and cultural contexts and on the role of the spontaneous production of gestures with
respect to linguistic performance of children on the test. Across all four language groups,
performance improved with age, however Bantu language speaking children performed at a
slightly lower level than Romance language speaking children. We hypothesize that further
adaptation to the cultural and linguistic context of South Sotho and Zulu children would
enhance the performance of Bantu language speakers. Overall performance was better on
comprehension than production and better on nouns than predicates across all language
groups. Children in all four language groups gestured while performing both comprehention
and production tasks. Pointing was the most common gesture type followed by
representataional gestures across all four language groups. The production of pointing and
representational gestures decreased between 30 and 36 months. There was a negative
correlation between spoken correctness and representational gestures. The more competent
children become in speech, the less representational gestures they use across all four language
groups. Further analysis will explicate the relationship between gesture and lexical acquisition
and whether these trends are the same across different linguistic groups.

Keywords: development, lexical acquisition, representational gestures, cross, culture



Using clinical research to shed light on gesture
production in language and communication
impairment

Caute Anna 1, Andrea Dohmen 2, Judith Kistner 1, Abi Roper 1

! City University London - Northampton Square, London EC1V OHB, United Kingdom ° University of
Oxford - United Kingdom

Human communication relies on body movement, from general body movements necessary to
explore new environments and manipulate objects, to more iconic movements of hands and
fingers used in pointing and other gestures, to the exquisitely timed motor sequences of the
articulators that support speech production. The theme of our symposium is to investigate
connections between gesture production and language/communication impairment in children
and adults with the goal of using these connections to further our understanding of atypical
language/communication. This panel includes a series of presentations exploring relations
between a range of different types of gesture production (namely co-speech gestures, imitation
and pantomime) and language/communication skills among clinically referred participants
with language and communication deficits. We present data from cross-sectional and
longitudinal group and single-case studies. Research participants are drawn from English- and
German-speaking populations and include children with language delay, adults with aphasia
and their communication partners as well as healthy adult controls.

Two of the studies are theoretical, focussing on body movement imitation abilities as predictors
of later language and communication impairments and the question of what gesture production
can reveal about the breakdown of the mature language system in aphasia. Two, in contrast, are
intervention studies, addressing computer-assisted therapy in a group of adults with aphasia
and the communicative use of gestures in a single-case study of a person with severe aphasia
and her communication partner.

Outcomes of our studies reveal interesting associations and dissociations between gesture and
language/communication skills in children and adults with language /communication
difficulties. Theoretically, findings can help to shed light on models of gesture and language
processing. Clinically, findings have the potential to inform us about the use of gesture as a
means to improve clinical diagnostic tools and intervention programmes for people with
language/communication problems.

Keywords: Clinical gesture studies, atypical language/communication



Symposium Caute et al.: Using clinical research to shed light on gesture production in
language and communication impairment

Gesture and posture imitation as predictors of later
language and social communication outcomes

Andrea Dohmen
University of Oxford — United Kingdom

Background Some otherwise typically developing toddlers have delayed onset and progression
of language and communication for no apparent reason. A considerable number of these
children move into the typical range on standardised language measures during the preschool
period, but a subset continues with language impairments throughout the school years
(Rescorla & Dale, 2013). Clinically, it is important to identify children who are at risk of
significant language and communication impairments when they get older, so that early
intervention services can be directed to this subset. Over recent decades much research has
focussed on detecting predictors of different language trajectories in children with late language
emergence whereas there has been very little exploration of social communication trajectories
in these children (Hawa & Spanoudis, 2014). Results have shown that prediction of language
outcome is poor if reliance is only placed on expressive language measures, and the need for
multifactorial predictive risk models that include a wide range of verbal and nonverbal factors
has been highlighted (Desmerais et al, 2008). This longitudinal study was designed to
investigate the predictive value and clinical significance of elicited posture and gesture
imitation for later language and social communication outcome in Late Talkers.

Methods

Participants were 38 German-speaking children who were identified as Late Talkers at 2-3
years and followed up at 4-5 years. Novel assessments of elicited body movement imitation
(including different types of postures and gestures) were administered at Time 1, together with
standardised language measures. At Time 2, children were assessed on standard language tests,
together with parental reports of social communication.

Results

Results show that early language skills at Time 1 were significantly associated with later
language outcome at Time 2, and posture and gesture imitation skills at Time 1 with later social
communication outcome at Time 2. Logistic regression analyses revealed that posture and
gesture imitation as well as language at Time 1 added significantly to the prediction of language
outcome at Time 2, whereas language skills at Time 1 did not add significantly to the prediction
of social communication at Time 2.

Discussion
Findings are discussed in terms of clinical significance and implications for different sources.
References

Desmarais, C., Sylvestre, A., Meyer, F., Bairati, [., & Rouleau, N. (2008). Systematic review of the
literature on characteristics of late-talking toddlers. International Journal of Language
Communication Disorders, 43, 361-389.

Hawa, V., & Spanoudis, G. (2014). Toddlers with delayed expressive language: an overview of
the characteristics, risk factors and language outcomes. Research in Developmental Disabilities,
(35),400-407. Rescorla, L. A., & Dale, P.S. (2013). Late Talkers. Baltimore, London, Sydney, Paul
Brookes

Keywords: clinical gesture research, atypical language/communication, Late Talkers, imitation
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The role of semantically rich gestures in
conversation of people with aphasia

Judith Kistner, Jane Marshall, Lucy Dipper
City University London - Northampton Square, London EC1V OHB, United Kingdom

Background Gestures are spontaneous hand and arm movements that frequently accompany
speech and play an important role in everyday communication. Many gestures are semantically
rich; for example, they reflect concrete or abstract references in the discourse (iconic,
metaphoric, air writing & number gestures) or convey meaning in their own right (pantomime
and emblem gestures). Other gestures are semantically empty; for example, including
unspecified pointing (deictic) gestures or beat gestures that mark speech rhythm.

Because of the importance of gesture in communication, several studies have investigated the
use gestures in aphasia (a language disorder due to brain damage). It is important to know how
participants with aphasia (PWA) use gesture both as an accompaniment to speech and as a
compensatory modality. Finding out more about the different roles of gestures in speech
production in both impaired and healthy speech, helps us to better understand the relationship
between language and gestures.

This novel study addresses the following research questions:

(1) To what extend do PWA and neurologically healthy participants (NHP) employ semantically
rich gestures?

(2) Do different conversation topics (e.g., narrative and procedural) elicit different gesture
patterns?

(3) Do semantically rich gestures take different roles (e.g., supplement speech, compensate for
speech or facilitate lexical retrieval) during conversation?

(4) What impact does the semantic competence of PWA have on gesture production?
Methods

Language and conversation data of 20 PWA and 21 NHP have been collected. Video samples
have been analysed for gesture production, speech production and word-finding difficulties.
SRG and their roles have been contrasted with SEG.

Results

Both groups used overall significantly more SRG than SEG. Furthermore, procedural topics
elicited significantly more SRG than SEG in both participant groups. There was a significant
effect of group for the different roles of gestures as well as an interaction between gesture roles
and participant group. Surprisingly, there was no relationship between verbal and non-verbal
semantic competence and the production of SRG in aphasia.

Discussion Results indicated that PWA and NHP differed in role of gestures but not in quantity.
PWA and NHP produce a similar percentage of facilitative (facilitating lexical access) and
compensatory gestures (replacing speech). While NHP predominantly used augmentative
gestures (supplementing fluent speech), these were rarely used by PWA. PWA, however,
produced a large number of communicative gestures (supplementing speech in word-finding
difficulties) and asking the conversation partner for support.

Keywords: Clinical gesture studies, Atypical language/communication, Aphasia, Gesture production, Co,
speech gestures
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language and communication impairment

Can people with severe aphasia benefit from
computer-delivered gesture therapy?

Abi Roper, Jane Marshall, Stephanie Wilson
City University London - Northampton Square, London EC1V OHB, United Kingdom

Background Individuals with severe language impairment due to aphasia can learn a
communicative gesture vocabulary through one-to-one gesture therapy with a speech and
language therapist (Rose et al, 2013). There is currently limited research however, which
explores the effectiveness of computer practice as an extension to one-to-one gesture therapy.
Within aphasia treatment, increased therapy intensity is associated with increased gains for
spoken word naming ability (Bhogal et al, 2003) and computer therapy offers a cost-effective
means of increasing therapy intensity without additional therapist demand (Varley, 2011).
Recent advances in gesture recognition technology provide a platform for the development of
responsive computer gesture therapy tools. The current study reports the effects of a novel,
responsive, computer gesture therapy tool for 20 adults with severe aphasia. The study uses a
wait-list control design.

Methods

20 participants with severe chronic aphasia (mean age 67, mean time post-onset 59 months,
mean performance on spoken picture naming subtest 1/24) received 5 weeks of computer-
delivered gesture therapy, supported by weekly therapist input. During the intervention period,
the computer therapy tool provided model examples of gesture and monitored users’
repetitions for accuracy using a vision-based gesture recognition system. Repeated practice
with the tool was promoted by the use of a game-like virtual environment and a variety of
individual and ‘real-world’ video stimuli. Examples of gestures trained include child, walking
stick and food. Outcome measures were administered at four time points, separated by five-
week intervals (including pre and post- therapy assessments). Computer log data captured
therapy practice time and system usage information. The primary outcome measure assessed
gesture production from a picture. Videos of participants’ gestures were shown to scorers
blinded to the target item and time of assessment and scorers were asked to identify the item
being gestured. Participants were awarded points for each item correctly identified. A
secondary outcome measure assessed gesture production for a familiar communication partner.
Participants were awarded points for each target item correctly identified by their partner.

Results

Participants practised for an average of 14 hours 22 minutes and completed an average of 50
practice sessions - suggesting a relatively intense practice schedule. Results from the primary
outcome measure suggest a significant increase in the number of identifiable gestures produced
after therapy. Data from the secondary outcome measure are currently being analysed and will
be presented.

Discussion

Outcomes suggest that participants with severe aphasia can achieve an intensive amount of
autonomous gesture practice using a computer-supported gesture therapy. Results indicate that
this promotes significant improvement in blinded measures of gesture. Further outcomes will
reveal whether gains seen in blinded measures are also observed in the use of interactive
gestures, as identified by a communication partner.

Keywords: Clinical gesture studies, Atypical language/communication, Aphasia, Gesture Recognition
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Therapy targeting the communicative use of gesture
in severe aphasia: a single-case study

Caute Anna 1, Jane Marshall 1, Naomi Cocks 2

! City University London - Northampton Square, London EC1V OHB, United Kingdom *Curtin University —
Kent Street, Bentley, Perth Western Australia. 6102, Australia

Background People with severe aphasia can benefit from therapy aiming to teach pantomime
gestures as a compensatory strategy (Rose et al., 2013). However, few studies have explored
whether these skills generalise to a communicative context.

This single-case study formed part of a group study comparing the benefits of gesture and
naming therapy and examining the benefits of communicative therapy. Although research
suggests that conversation therapy is only effective when both partners change their behaviour
(Wilkinson & Wielaert, 2012), this was the first reported study of gesture therapy to address the
communicative skills of both the person with aphasia and their main communication partner.
We found participants made greater gains in naming than in gesture. They improved in their
ability to convey messages and narratives following therapy for single items, with further gains
in conveying messages following communicative therapy.

This single-case study builds on the group study by reporting the case of a participant whose
pattern of performance differed from the group norm. It explores the success and limitations of
communicative strategies employed by the dyad and describes in detail how therapy aimed to
improve their communicative use of gesture.

Method

"Mabel” was 87 and had severe aphasia following a left-sided CVA. She initially received 15-
hours of therapy aiming to teach 20 pantomime gestures and 20 spoken words. She then
received a further 15-hours of therapy aiming to improve her communicative use of gesture. In
this second phase of therapy, individualised goals and strategies were developed. We targeted
Mabel’s use of gesture alongside other communicative strategies and her husband’s ability to
elicit and interpret her gestures.

The study used a repeated measures design with a double baseline and two post-therapy
assessments. Qutcome measures examined the intelligibility of individual pantomime gestures
to an unfamiliar observer and the accuracy of spoken naming. Two novel assessments evaluated
her ability to convey simple messages and narratives to her husband. All assessments included
treated and untreated items.

Results

Following the first phase of therapy, Mabel was still unable to produce any spoken words
accurately. Visual analysis of the data suggests that there was an improvement in the
intelligibility of her pantomime gestures that was not confined to treated items. However, there
was no change in her ability to convey messages to her husband and her performance in
conveying narratives was inconsistent. Following the second phase of therapy, Mabel’s ability to
convey messages improved. Her ability to convey narratives to her husband remained
inconsistent.

Discussion

Results indicate that Mabel learnt a small number of pantomime gestures following therapy
targeting individual items. However, therapy specifically targeting the communicative use of
gesture was required to provoke gains in conveying information to a partner.

Keywords: Clinical gesture studies, aphasia, atypical language/communication



Aspect and gesture
Alan Cienki

VU University and Moscow State Linguistic University - Netherlands

This theme session engages the topic of the degree to which grammar is multimodal (e.g., Fricke
2012; Lapaire 2011: Mueller 2009) by examining how different kinds of event construal are
expressed by speakers of different Indoeuropean languages lexically, grammatically, and/or
gesturally. Linguistically, the starting point is different types of aspect and how they relate to
gesture use. Previous research (Duncan 2002) showed that the duration of gesture strokes
tends to be longer and more agitated with event descriptions in the progressive than in non-
progressive verb forms in English and with verbs with imperfective rather than with perfective
particles in Mandarin Chinese. (See also McNeill 2003 and Parrill et al. 2013.) This theme
session continues this line of inquiry by considering aspect as it ranges from a grammatical
category in some languages distinct from tense (perfective versus imperfective), to a category
more bound to tense forms (perfect versus imperfect past tenses), to lexical aspect (Aktionsart).
In terms of gesture, the focus in the session is on movement quality as analyzed in different
ways, rather than on the traditional formal (form parameter) or functional categories frequently
used in gesture analysis.

After brief opening comments, the panel begins with a talk on "Manner of motion and results as
gesture in cut and break events: A multimodal grammatical analysis of Italian and Dutch
Aktionsart in instrumental events”, exploring how gestural movement relates to concomitant
use of semantic aspectual distinctions expressed lexically in grammatical constructions. This is
followed by three talks that highlight different parts of an international research project on
aspect and gesture. The talk "Linguistic aspect and tense and gestural movement quality in
French, German, and Russian utterances” provides an overview of the differences found
between these three languages. The second talk, “Grammatical aspect and gesture in French:
Reenacting past events” considers how the differential use of gestures with different past tenses
in French can be described kinesiologically in terms of different kinds of flow. The last talk,
"Teasing apart factors related to the movement qualities of gestures used with different
grammatical aspect forms in Russian” zooms in on the complexities of the results obtained from
the one language in the project that, paradoxically, has the simplest (binary) distinction of
grammatical aspect forms of the three languages studied. Various types of semantic criteria are
revealed as crucial for interpreting the results obtained from the gesture analyses.

The panel will contribute to the broader debate about the relation of gesture to
conceptualization and the degree to which that is shaped by linguistic categories in a given
language or other semiotic principles, such as iconicity and schematization of visual-motoric
patterns. It will provide a new perspective on the claim that gestures embody (features of)
mentally simulated actions (Hostetter & Alibali 2008).

Keywords: aspect, Aktionsart, gesture movement quality
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Manner of motion and results as gesture in cut and
break events: a multimodal grammatical analysis of

[talian and Dutch Aktionsart in instrumental events

Paul Sambre 1, Geert Brone 2

! University of Leuven (Campus Antwerp) - Sint-Andriesstraat 2 B-2000 Antwerpen, Belgium ? University
of Leuven - Department of Linguistics - Belgium

This paper analyzes the multimodal expression of manner of motion and resultative end states
in instrumental events (Rappaport Hovav & Levin 2010: 37-38). More specifically, we focus on
multimodal "lexical aspect” (Filip 2012) in cutting and breaking events such as "met een
slijpschijf snij je een tegel doormidden” (with a grinding disc you cut a tile in two (literally: in
the middle)) or "usi la forchetta per rompere il ghiaccio” (you use a fork to break the ice). Much
work in cognitive linguistics has insisted on the typological contrast between verb-framed
Romance languages (e.g. Italian, Author 2013) and satellite-framed Germanic languages (e.g.
Dutch), in thinking-for-speaking (Slobin et al. 2014) about events, typically causing low
incidence of manner of motion (Cardini 2008) in Italian , due to different frequency and
conceptual status of prepositions in verbal predicates (Cardini 2012). Our multimodal analysis
takes this typological divide for instrumental events further, taking into account the mimetic
interaction between verbal patterns and co-speech gesture (Duncan 2002, Cienki 2013) as a key
to how instrumental events are iconically put into words and hands and multimodally
synchronized (Cuxac & Sallandre 2007, Authors 2016). Our videocorpus consists of 10 x 2 pairs
of native Flemish and Italian participants, which through photo-elicitation reflect on
combinations of images for (a) cut-break instruments, as well as for (b) patient role of objects
affected by such instrumental actions. While thinking of possible uses, manners and results in
instrumental events, participants spontaneously produce co-speech gesture, integrating
"analog-imagistic and categorial-linguistic semiosis” (McNeill et al. 2008: 120). We analyze the
relation between generic (use, cut, break) verbs and specific expressive lexicalizations (Slobin
et al. 2014) of cut- break actions in Italian (such as distruggere (demolish), infrangere (smash),
schiacciare (crush, crack), affettare (slice)) or Dutch (kapotslaan (break in pieces, literally:
break damaged), in scherven uiteenspatten (scatter (literally: outside) in pieces of glass), in
sneetjes snijden (cut into slices)). Both generic and specific verb constructions conceptually
highlight additional lexical event features (Aktionsart) of instrumental actions such as manner
of motion (intensity, directionality and orientation of path, duration and iteration) and
resultative states (the effect of breaking and cutting on patients undergoing the action, typically
expressed in separable verb prefixes or PPs). An interesting question is not only which manner
and result materialize in two typologically distinct languages, but crucially, in which semiotic
mode (speech or gesture) (Slobin 2006). Our claim is that a realistic account of grammatical
constructions needs to chart and integrate the embodied, multimodal and conceptual
complementarity (or incompatibility) of gestures and words in order to grasp speakers’
understanding of which instrument is used for what goal and how it is used.

Keywords: Aktionsart, lexical aspect, instrumental events, Italian and Dutch, co, speech gesture,
multimodal grammar
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Linguistic aspect and tense and gestural movement
quality in French, German, and Russian utterances

Alan Cienki 1, Aliyah Morgenstern 2, Cornelia Miiller 3, Dominique Boutet 45
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The present project considers three languages with structural differences in expressing the
temporal contour of events. To characterize events in the past, Russian has only one past tense
form but two grammatical aspect forms (imperfective and perfective), whereas French and

German each have a one-word ‘imperfect’ past tense (imparfait/Pr 'ateritum) and a compound
‘perfect’ tense (and other forms). Furthermore, Russian and German each employ
morphological markings for different lexical aspects/Aktionsarten.

Linguists from various traditions (Croft 2012; Paul 1920; Sten 1952) have proposed that verbs
in the perfect(ive) tense/aspect characterize events as bounded in some way, as opposed to
those in the imperfect(ive), which either characterize them as unbounded or do not specify
boundedness. Research dating back to Laban & Lawrence (1974/1947) has emphasized the
distinction between movements involving a pulse of effort versus those that entail controlled
exertion of effort. Building on Miiller (1998), we define "boundedness” in gesture as involving a
pulse of effort at the onset, offset, or medially in the gesture stroke, while unbounded gestures
involve smooth, controlled motion. We hypothesize a correlation between the use of
perfect(ive) tense/aspect forms and bounded gestural movements (event construal expressed
in one go) versus imperfect(ive) tense/aspect forms and unbounded movements (focus on
internal structure of the event).

Short personal narratives about events of different types were elicited from ten pairs of
university students in Moscow (in Russian), Paris (in French), and Bochum (in German). Using
ELAN, verbs referring to past events were coded for tense and aspect; any gestures overlapping
in time with the utterance of these verbs were coded as bounded or unbounded. Coding by two
annotators for each language of at least 50% of the gestures and resolution between them of
differences provided a refined coding scheme for the remainder of the data.

The results for French confirmed the hypothesis: there was both significantly greater use of
unbounded gestures with the imperfect tense and of bounded gestures with the pass’e compos’e
(perfect) tense. For German, gestures with the perfect tense were also significantly more
frequently bounded than unbounded, however gestures with the imperfect tense were evenly
distributed between bounded and unbounded. The difference from gesture use with the
comparable tense in French is accounted for in terms of the difference in semantic functions of
the imperfect tenses in the two languages. For Russian, however, significantly more bounded
than unbounded gestures were used with both perfective and imperfective verbs in the past.
The difference from the results with the French and German tenses is accounted for in terms of
the lexical semantic bases of grammatical aspects in Russian.

We will discuss how this analysis of gestural movement in relation to grammar provides a
window onto speakers’ dynamic construals of events.

This research, carried out at Moscow State Linguistic University, was supported by Russian Science
Foundation Grant #14-48-00067.

Keywords: aspect, verb tense, grammar, French, German, Russian
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A multimodal approach to the expression of past events in oral interactions can shed light on
how we can incorporate gestural representations of the subjects' construal of event structure
and correlate them with the verb forms used. Are the differences in the grammatical options
that different languages provide for characterizing events also clear in the quality of the co-
verbal gestures we use?

In order to tackle this issue, we analyzed the grammatical aspects, tense and time as well as
gestures used by pairs of students as they related past events in the framework of the Polimod
project directed by Alan Cienki. In this paper, we will focus on French and on the verbal forms in
the imparfait, and passé compose with their associated gestures.

We transcribed the data in ELAN and annotated it using the coding scheme for aspect, time and
tense and the boundary schemas developed in the project (Miiller, 2000) differentiating what
we called “bounded” and “unbounded” gestures.

We then developed a more specific coding system to make finer grain analyses of the speakers’
co-verbal gestures. Rather than using the form features common in gesture research (McNeill
1992), our study is based on a physiologically-based kinesiological system (Boutet 2010). Our
allocentric approach accounts for gesture units not in terms of their iconicity, but based on their
formal characteristics and physiological constraints, which we call degrees of freedom. We
coded the flow of the movement, the number of segments involved (fingers, hand, arm,
forearm...), the configuration of the gesture and velocity.

The results of the coding of the boundary schemas in the French data confirmed our hypothesis:
there was a significant correlation between bounded gestures and the perfect tense (passé
composé) as well as between unbounded gestures with the imperfect tense (imparfait). The
aspectual difference between passé composé and imparfait seems to be embodied in the quality
of the gestures used.

Our first qualitative results using the detailed kinesiological coding system on 15% of the data
indicates that the main feature that seems to differentiate the gestures associated to the
imparfait to those associated to the passé composé is the flow of the movement. For the
imparfait over 60% of the gestures are characterized by a proximal-distal flow (from the arm
down to the fingers). Conversely, the gestures associated to the passé composé are distal-
proximal (from the fingers up to the shoulder) in 80% of cases.

This difference could be viewed as an embodiment of the link between imparfait and “ground”
versus passé composé and “figure” (Langacker, 2001) and illustrates how research on speakers’
gestures can provide ways of studying their conceptualization of grammatical notions as they
are speaking.

This research, carried out at Moscow State Linguistic University, was supported by Russian Science
Foundation Grant #14-48-00067.
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Previous research (e.g., Duncan 2002; Parrill et al. 2013) has indicated a connection between
grammatical aspect (e.g., in English and Mandarin Chinese) and features of gestures, such as
their movement quality or the temporal length of their stroke phase. In Russian, like in many
Slavic languages, there are two aspect forms for verbs used in the past tense or future tense,
namely imperfective and perfective. Traditionally, the perfective is analyzed in Russian as
viewing an event as a whole, and the imperfective as not specifying this (e.g.,, Comrie 1976;
Jakobson 1971). In line with the theory of gesture and speech arising from the same growth
points (McNeill 1992), our hypothesis was that gestures accompanying events characterized
verbally with the perfective aspect would more likely involve a pulse of movement effort,
correlating with the characterization of an event as a whole, and gestures used with
imperfective verbs would involve more continuous effortful control, correlating with a focus on
construal of the internal constituency of the narrated event.

We analyzed conversational personal narratives elicited from ten pairs of university students in
Moscow (native speakers of Russian). The average length of the conversations was ten minutes.
We focused on verbs referring to events in the past, coding verbs for their aspectual form. Only
gestures whose preparation, stroke, or retraction overlapped in time with the utterance of such
a verb were annotated. These were coded using a set of "boundary schema” categories, building
on Miiller (1998), with bounded gestures involving a pulse of effort in the movement of the
stroke, and unbounded gestures lacking such a pulse and instead involving a controlled
distribution of effort. Bounded gestures include onset-bounded (pulse at the beginning),
punctual (medial pulse), and offset-bounded (with acceleration at the end); unbounded include
simple (smooth motion) and iterative (smooth repetition) types.

Initial results from seven of the videos show both imperfective and perfective forms being used
with significantly more bounded than unbounded gestures. The distribution across the two
aspect forms is nearly the same (61% bounded/39% unbounded for perfective, N=189; 62%
bounded/38% unbounded for imperfective, N=261). The results were further analyzed from the
point of view of the type of event described, the type of verb (full, auxiliary, copula), event
structures (compound or simple),and the interrelations between events.

The findings support the view of many Russian scholars that aspect is not a simply binary
grammatical category, but rather is a complex notion closely connected with the semantics of
verbs (Bondarko 1984 ;Maslov; 2004;Plungian 2000).Not only is linguistic aspect in Russian a
family- resemblance category, in the sense of Wittgenstein(1953), but the gestures used with
each aspect type are also motivated by a family of factors related to linguistic co-
expression,semantics,and types of construal.

This research, carried out at Moscow State Linguistic University, was supported by Russian Science
Foundation Grant #14-48-00067.

Keywords: co, speech gesture, aspect, multimodality, cognitive linguistics
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Symposium: The role of facial expressions in signed and spoken conversations Face-to-face
interaction is the core ecological niche for language: interaction is the point of origin for
language emergence, acquisition, and evolution. To understand the linguistic capabilities of our
species it is necessary to analyse language in interactive contexts. Linguistic analyses
increasingly focus on multi-modal interaction, but one crucial aspect of face-to-face
conversation has so far remained largely unexplored: the face itself.

This panel addresses how facial expressions are recruited to enable smooth conversational
turn- taking during face-to-face interaction, including facial cues that signal turn boundaries and
that themselves make minimal and non-minimal communicative moves (e.g., continuers, repair
initiation, questions). The studies presented draw on a rich base of empirical methods, including
psycholinguistic experimentation, quantitative corpus study, and microanalysis of
conversational contingencies, to study the relevance of facial expression to signers and speakers
in interaction in both cross-linguistic (talks 1 and 2) and cross-modal (talks 3 and 4) contexts.

Prof. W. Sandler has kindly agreed to participate in the symposium as a discussant. She is
particularly well-suited to do so given her expertise in facial intonation in signed languages as
well as her theoretical interest in the transition from gesture to language in sign language
emergence.

Symposium outline

5 min Opening remarks by symposium organisor

25 min Talk 1 Comparative feedback: Cultural shaping of response systems in interaction
25 min Talk 2 Blinking as addressee feedback in face-to-face conversation?

25 min Talk 3 Gaze as a resource for grammar and interaction

25 min Talk 4 The role of facial expressions in the anticipation of turn-ends

10 min Discussion by Wendy Sandler 5 min Closing remarks by symposium organisor

Keywords: facial expressions, multi, modal interaction, conversation, eyegaze, blinks, sign language
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There is some evidence that systems of minimal response (‘feedback’, ‘back-channel’, ‘reactive
tokens’) may vary systematically across speakers of different languages and cultural
backgrounds (e.g., Maynard, 1986; Clancy et al.,, 1996). The questions we address here are
these: what is the nature of such differences? And what difference do they make to how do these
differences affect the interactional system as a whole? We explore this these questions by
looking in detail at conversational data from two languages and cultures: Y'el"1 Dnye, spoken on
Rossel Island (Papua New Guinea), and Tzeltal Mayan, spoken in southern Mexico. The Rossel
system is gaze-based, interlocutors tend to maintain a high level of mutual gaze, and a large
proportion of feedback signals - many nonverbal - occur during the production of the turn that
is being reacted to. Tzeltal speakers, in contrast, practice gaze avoidance, and produce very few
visual feedback signals, but instead relying on frequent verbal response signals at the end of
each TCU, and an elaborate convention of repeating (parts of) the prior turn to display
understanding and agreement. We outline the repertoire of response tokens for each language,
illustrate their differential usage, and suggest some consequences of these properties of turn-
taking systems for interactional style and for on- line processing.

Keywords: backchannelling, feedback
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In face-to-face conversation, recurring intervals of mutual gaze allow addressees to use their
heads and faces to provide speakers with visual feedback (e.g., nod; smile), replacing or
complementing vocal feedback (e.g., hm-hm; Yngve, 1970). Blinking occurs ubiquitously in
conversation but its feedback function has hardly been explored. Previous research suggests
that in addition to physiological, perceptual, and cognitive functions, blinking may also serve a
communicative function. For example, it has been shown that in American Sign Language,
addressee blinking is used to signal understanding (Sultan, 2004). Sultan suggested that
blinking might have developed a feedback function in signed languages because of their strong
reliance on visual information and a need to control blinking to minimize information loss.
However, addressee blinking as a signal of understanding has also been described in Y’el1 Dnye,
a spoken language of Papua New Guinea (Brown & Levinson, 2004). In the present study, we
hypothesized that addressee blinking may have a similar function in spoken Dutch, because at
least in face-to-face contexts it also relies heavily on visual information. If this hypothesis was
true, one should expect addressee blinks to be timed to speakers’ talk at similar points in time
as other backchannels, namely at the ends of speakers’ syntactically, prosodically, and
pragmatically complete turn units (e.g., Selting, 2000; Gardner, 2001). Alternatively, if
addressee blinks do not fulfill a feedback function in spoken conversation, one should expect
them to be randomly distributed across turns and irrespectively of the communicative context.
To address this question, we analyzed the timing, blink duration, multimodal compositionality,
and sequential placement of addressees’ blinks during turns by another speaker. Blinks were
identified semi-automatically from a video-corpus of 10 dyadic informal Dutch conversations.
Due to postulated differences in the communicative salience of blinks based on their duration,
we categorized blinks into "short” and ”"long” blinks, splitting them at the upper quartile (410
ms, see also Hermann, 2010, and Cummins, 2012). We then measured their occurrence with
respect to the end of speakers’ turn units, the location where addressee feedback is typically
produced. Our quantitative analyses revealed that the majority of short and long addressee
blinks were timed like other types of addressee feedback, namely, close to the end of speakers’
turn units. Compared to short blinks, long blinks were less frequent and were more likely to co-
occur with head nods or vocal feedback. Further qualitative analyses revealed that addressees
used long blinks to signal understanding, especially in response to speakers’ self-repairs. In
addition to physiological, potential perceptual and cognitive functions, our findings suggest that
addressee blinks, especially long ones, are used as a social feedback signal of understanding in
human spoken interaction.

Keywords: Conversation, addressee feedback, eye blinking
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Previous studies on signed languages have shown that signers’ gaze direction is influenced by
factors at both grammatical and interactional levels of language use. On the one hand, looking
away from addressees seems to be part of at least some types of depicting signs, i.e. semi-
conventionalized signs that visually show a meaning rather than designate it (Cuxac, 2000). On
the other hand, looking at the interlocutor is crucial in monitoring mutual attention and
understanding (e.g., Baker, 1977). Specifically, signers are reported to gaze at their addressees
at the beginning of short and/or interrogative turns, as well as at the end of turns to yielding the
floor to a next signer (Baker, 1977; Martinez, 1995). The question therefore arises whether
there is evidence of conflicting requirements on signers’ choices with gaze direction for either
grammar or interaction, e.g. when a depicting sign is used at the beginning of a short turn. If
such cases occur, how do participants solve the conflicting requirements? In this presentation
we approach this question on the basis of a small corpus of prompted and naturally-occurring
interaction among four acquainted signers of Swiss German Sign Language (DSGS), as well as re-
tellings of short films that each of these signers directed to their addressees. The data was
filmed with three cameras and annotated with iLex (Hanke, 2002) for manual components and
gaze direction.

We report on initial analyses, describing to what extent our DSGS data supports the literature
on gaze direction with respect to depicting signs as well as turn boundaries. The data reveal
that, unlike previously reported (cf. Cuxac, 2000), depicting signs do not systematically occur
with the signer’s gaze directed away from the interlocutors, especially when the sign was
already used earlier or when the signs occurred in sequences where aspects of the same
situation are represented differently by multiple depicting signs. Moreover, with respect to turn
boundaries, it appears that gaze at turn-endings is not necessarily oriented towards the
addressee, but rather depends on other contingencies of interaction such as the projectional
strength of the turn (i.e. whether the turn puts a high or low constraint on what type of
responsive turn is expected), gaze conduct of addressees, and potential closing of the sequence
(cf. Rossano et al.,, 2009; Girard-Groeber, 2015). On the basis of these insights, the current
analysis investigates to what extent interactional tasks, such as checking for understanding, can
explain why signers look at their interlocutors during depicting signs.

By bringing micro-sequential multimodal analysis into play, we argue that, while tendencies can
be described on the basis of a quantitative analysis of interactional data, a local micro-
sequential analysis is necessary to accurately demonstrate how participants use gaze within the
contingencies of interaction.

Keywords: sign language, interaction, gaze conduct, depicting signs
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The role of facial expressions in the anticipation of
turn-ends

Connie De Vos 1, Marisa Casillas 1, Onno Crasborn 2, Stephen Levinson

! Max Planck Institute for Psycholinguistics - Wundtlaan 1 6525 XD Nijmegen The Netherlands,
Netherlands *Radboud University (RU) - Netherlands

Across the world’s languages, interlocutors in spontaneous conversation time their utterances
to minimise gaps and overlaps between consecutive turns, resulting in remarkably fast turn-
transitions (mode = 200ms; Stivers et al. 2009). Recent analyses indicate that the same turn-
timing pattern extends to signed languages, provided that signers consider the end of the turn-
final stroke (i.e. the end of the lexically-specified movement of signs) as the end of the turn itself
(Sacks et al. 1974; Kita et al. 1998). Following this, addressees in signed conversation must
anticipate current signers’ upcoming turn-ends to plan and initiate their responses with
minimal-gap-minimal-overlap timing (similar to spoken conversation; Sacks et al. 1974; De
Ruiter et al. 2006). We tested whether signers could anticipate the ends of turn-final strokes by
adapting a turn-end prediction measure originally designed for spoken language. 52 deaf
signers of NGT (Nederlandse Gebarentaal, Sign Language of the Netherlands) watched 80 short
conversational video sequences. Each sequence contained a few seconds of context followed by
a target turn, segmented from spontaneous NGT conversation (Example:
http://hdlL.handle.net/1839/00-0000- 0000-0020-6COD-C@view). Participants watched the
context and then, when one signer disappeared, focused on the remaining signer and tried to
press the button at the moment they anticipated the turn would end. Initial analyses indicated
that NGT signers predict the end of turn-final strokes in NGT with accuracy comparable to
Dutch speakers’ predictions about turn-ends in Dutch (De Ruiter et al. 2006). Interestingly,
turn-end prediction was earlier for questions than for non-questions. We now discuss the role
of linguistic cues driving signers’ early responses for questions.

We annotated each stimulus for a variety of facial and manual cues that might help signers
predict turn-ends, using a combination of native signer intuition and Ekman’s (1979) Action
Units (AU). As previously reported, NGT content questions were often marked out by furrowed
brows, and polar questions by brow raises (Coerts 1992). Brow movements were more
frequent in questions (78.4%) compared to non-questions (23.2%). While AU1+2+4 was
uniquely associated with questions, AU1+2 was found in both questions (35%) and non-
questions (59%), presumably because AU1+2 is also associated with topic marking and
conditionals (Coerts 1992). A linear mixed effects model fit to participants’ button press
latencies confirmed that questions with AU1+2+4 were anticipated to end earlier than
questions with AU1+2.

Surprisingly, lexical cues to questionhood were weaker in our stimuli. Only 9.8% of questions
included explicit question words. Meanwhile, 43.1% of questions included second-person
references to the addressee ("you (guys)”) - prototypically used when the speaker is asking the
addressee something. Only 7.2% of non-questions used second-person references. In sum, our
findings suggest that, in addition to lexical cues, facial cues play a clear role in turn boundary
prediction in signed conversation.

Keywords: brows, facial intonation, prosody, sign language, conversation



Embodied practices in instructional settings
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Embodied practices achieved through gesture, manipulation of objects, etc., are key resources of
action-formation in instructional settings. In instructions, gestures may be used in different
ways: Pointing to objects and landmarks directs recipients’ attention and establishes reference
(cf. Goodwin 2003), whereas iconic and metaphorical gestures project formal properties of
objects and demonstrate actions to be performed (cf. Streeck 2009a), thus fostering and
sometimes even enabling recipients’ understanding. Gestures and other multimodal resources
are coordinated in a precision-timed manner. Gestures have typically been described as
preceding corresponding verbal actions, and thus as projecting referents and actions early
(Streeck 2009b), thereby allowing for smooth interactional cooperation. Still, the
comprehension of gestural practices in instructions requires a specific, professional vision
(Goodwin 1995) of the participants: They have to use professional knowledge about how
objects and visual properties of the site matter to the activity at hand and how these are to be
identified and to be interpreted.

The panel invites studies on how participants use gestures in the accomplishment of
instructions and on how these are adapted to the instructional business at hand. It welcomes
papers on traditional environments of instruction (e.g. classroom interaction), but also on less
studies instructional settings or on instructional episodes that may occur in other sites of
natural interaction. Major emphasis is put on the temporal, spatial and intersubjective
characteristics of gestural practices in instructional episodes. The analyses should be based on
empirical data and highlight the interactional dimension of gesture usage. Leading questions for
the papers in the panel are:

e How are gestures coordinated with other multimodal resources, both temporally and
interpersonally? When do gestures accompany speech and how and when may gestures
substitute speech?

e How are gestures tailored to the specific spatio-temporal ecology of the instructional setting,
its restrictions and affordances (e.g., the spatial line-up of the participants, restrictions
on visibility, movement and speed of relevant objects)?

e How do gestures contribute to intersubjective coordination and understanding in
instructional episodes?

e How is the use of gestures tied to professional (or other) stocks of knowledge and to
professional vision?

The findings emerging from the papers presented in this panel will provide better
understanding into how gestures are used in instructional settings or episodes and how they
are coordinated with concurrent actions.

Papers in the symposium:
Pointing in a mobile setting of instructional interaction: Driving lessons
The embodied and sequential organization of correction in basketball practice

Clients’ instructions and hairdressers’ elaborations in hair salon interaction: The client’s head as
a manually explorable ‘working space’

How, when and where - deictic practices in self-defense trainings

Keywords: instructions, multimodal interaction, conversation analysis, embodied practices
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Pointing in a mobile setting of instructional
interaction: Driving lessons

Arnulf Deppermann o Elwys De Stefani 2
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Pointing gestures have been described as a prototypical occurrence of deixis (B 'uhler 1934)
emanating from an origo that is fundamentally egocentric and stationary. This contribution
understands reference as interactively accomplished (Hanks 1992) and looks at referential
practices in a setting of interaction that provides three potentially problematic features for the
performance and visibility of pointing gestures. Firstly, driving lessons occur on the move,
hence participants constantly modify their position (distance and direction) with respect to the
reference point of a pointing gesture. Secondly, the student driver and the instructor are
positioned in a side-by-side arrangement (Kendon 1990) rather than in a canonical face-to-face
position, hence gestures have to be maximally embodied in order to secure recognisability.
Thirdly, participants are engaged in multiple activities (driving, talking, etc.) and in diverse
participation frameworks (interaction between driver and instructor, interaction among road
users) requiring visual orientation towards the traffic situation.

We examine how participants adjust their gestures to these three features of the setting. In our
data, we observe the following practices:

e When student drivers orient their gaze to the road ahead, instructors may maximise the
witnessability of pointing gestures by carrying them out in the student driver’s visual
field;

« if reference points are located outside the visual field of the driver, the instructor may choose
to produce hearable rather than seeable indications (e.g. by tapping on the right window
when directing the driver to turn right);

« instructors can provide spatial indications through talk, using categorical lexical reference or
formulating the action they expect the driver to carry out. We first analyse the different
interactional, spatial and temporal contingencies of driving lessons which constrain and
inform the use of referential resources. We subsequently examine if and how
participants’ practices orient to these situational contingencies. Hence, we contribute to
better understanding how a massively used resource in driving school lessons - the
pointing gesture - is designed in ways which is sensitive to environmental and
sequential features of the interaction at hand. In consequence, this study feeds into
recent research on multimodality (Deppermann 2013), mobility (Haddington, Mondada
& Nevile 2013) and deixis (Stukenbrock 2015) from an interactional perspective.

Keywords: multimodal interaction, conversation analysis, pointing, driving, deixis
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The embodied and sequential organization of
correction in basketball practice

Bryn Evans 1, Oskar Lindwall 2
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Playing basketball is an embodied joint activity in which players must coordinate their actions
with those of multiple teammates, as well as opponents, all while attending to the spatial
structure of the basketball court and relevant material objects such as the basketball and the
basket. In settings of basketball team coaching, the competent accomplishment of joint
trajectories of embodied action becomes an explicit focus of pedagogical attention. Through the
coach’s interventions into their activities, players are enabled to see, feel, and respond
appropriately to relevant features in the environment. This presentation illustrates some of the
embodied practices through which instructional corrections are accomplished during basketball
team practice sessions. Using video-based data of correction sequences occurring during
training drills, the analysis explores how gesture is interwoven with talk in the process of
defining player errors (in order to make the errors visible to all players and available for
correction work) and in the accomplishment of the correction itself. The analysis explicates
further how gestures are produced in ways highly sensitive to features of the spatial ecology,
including players’ bodies, court markings and the location of the ball. Finally, the study explores
different interactional tasks that gestures are used to accomplish including the establishment of
joint attention, the reenactment and demonstration of player conduct, and the physical
repositioning of players into relevant spatial locations and embodied postures. We argue that
gestures in basketball instruction are precisely temporally and spatially organized, produced in
unfolding correction sequences that involve embodied contributions from both coach and
players, and offer crucial resources in resolving local problems arising from the interactional
organization of basketball drills and the instructional requirements of the setting.

Keywords: Instruction, Correction, Basketball, Multimodality, Ethnomethodology, Conversation Analysis
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Clients’ instructions and hairdressers’ elaborations
in hair salon interaction: The client’s head as a
manually explorable ‘working space’

Anne-Sylvie Horlacher
University of Basel - Franzosisches Seminar, Maiengasse 51, 4056 Basel, Switzerland

Haircut negotiations are integral to client-hairdresser’s interactions at the salon (Oshima 2009;
Jacobs-Huey 2006). It is during the initial phase of the encounter that hairdressers and clients
collaboratively delineate the haircut in prospect. Hairdressers ordinarily initiate this phase by
saying alors tu: m’espliques un peu comment tu veux que j’ te coupe les ch’veux cette fois? (‘so
you explain to me a little bit how you want me to cut your hair this time?’), alo:rs monsieur [...]
qu’est-ce que j’ dois y faire? (‘okay Sir [..] what am I supposed to do?’) or les ch’veux on les fait
assez courts ou pas trop? (‘'we cut the hair quite short or not that much?’). Clients systematically
respond by providing more or less detailed instructions on how the hairdresser is expected to
cut or style the hair. These instructions are achieved through talk and gesture, especially by
pointing to the head and touching the hair. However, in hair salons, clients’ instructions are
habitually assessed, commented, revised by the hairdresser. Again, hairdressers accomplish
these actions not only through talk, but also by pointing to the clients’ head, running their
fingers through the clients’ hair, manipulating tools and, on occasion, by mobilizing hair picture
books. This contribution explores one recurrent problem in the consultation phase, i.e. the ways
in which clients instruct the hairdresser about how long s/he should cut the hair. It analyzes
more specifically how the client’s initial instruction is collaboratively transformed through talk
and by manually exploring the client’s head. This recurrent practice, where both participants
display their different kinds of expertise, is paramount for achieving a consensus: The client’s
head becomes a ‘working space’ for creativity and decision-making, whereby both the client and
the hairdresser take turns in accessing that working space manually. Furthermore, instructions
about the length of the hair are observable in subsequent phases of the encounter. At these
stages of the encounter, they take the form of corrective instructions: (vous) coupez quand
(m"eme) pas tro:p hein (‘(you) don’t cut too much huh’), tu coupes pas beaucoup hein (‘you
don’t cut much huh’). This paper uses conversation analysis (Sacks, Schegloff & Jefferson 1974)
and multimodal interaction analysis (Streeck, Goodwin & LeBaron 2011) as methods of
investigation and the analysis is based on video recordings collected in a hair salon located in
the French speaking part of Switzerland (18 clients, 6 hairdressers). It contributes to the
growing body of research investigating instructions in diverse settings of interaction (De Stefani
& Gazin 2014; Deppermann 2015; Lindwall, Lymer & Greiffenhagen 2015) and offers both a
detailed description of instructional episodes in hair salon interaction and a discussion of the
notion of ‘instruction’ that is currently used in various acceptations.

Keywords: hairdressing, French, instruction, gestures, touch, creativity, professional expertise,
conversation analysis, multimodality
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How, when and where - deictic practices in self-
defense trainings

Anja Stukenbrock 12
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Multimodality is not only a fundamental quality of face-to-face interaction, but becomes
particular important in instructional settings. Instructing someone to do something or
requesting an instruction from someone requires not only speech, but crucially involves
embodied practices implemented by gesture, gaze, body postures, movements etc. Instructions
very often deal with bodily activities that require special motor skills, professional techniques,
the manipulation of tools and objects. In these instances, embodied practices are not only part
of the communicating act, but simultaneously constitute the object of communication. They
become thematically relevant and are made available for visual inspection, demonstration, and
assessment. Embodied objects of instruction thus become objects of embodied instructions. But
how do participants contextualize moments in which embodied practices need to be attended to
for their own sake, i.e. as practices to be taught and learned? The answer put forward in this
paper is that deictics play a crucial role in organizing those moments temporally and
coordinating them interpersonally. Multimodal studies on the interplay between modal deictics
and embodied practices (Keevallik 2013; Mondada 2005; Streeck 2002, 2009; Stukenbrock
2014), particularly depicting and performing or pantomiming, show that modal deictics alerts
the addressee to the fact that relevant meaning is to be found in the speaker’s embodied
practices. The same holds for the gestural use (Fillmore 1997) of spatial deictics, they combine
with pointing gestures that addressees must attend to (Eriksson 2009; Fricke 2007, 2014;
Kendon 2004; Stukenbrock 2015). Based on a corpus of 12 hours of video data recorded in self-
defense trainings, the paper examines how verbal deictics within the context of instructional
episodes interdigitate with different kinds of embodied practices that prominently occur in the
data: pointing, "depictive or evocative practices” (Streeck 2008: 286), and enactments. It
analyses the way in which embodied practices are temporally integrated into instructional
sequences and interpersonally coordinated with other resources, particularly gaze and verbal
practices (deictics). It claims that within instructional episodes, deictics assume a very specific
function: They highlight specific moments within an emerging instruction and summon the
addressee’s gaze on a concurrent bodily activity that is constructed as a constitutive part of the

instruction (Lindwall/Ekstr 'om 2012; Keevallik 2013; Stukenbrock 2014). More than that, they
not only project the moment when close visual attention is requested, but also what kind of
attention is due for an adequate understanding of the action and what kind of response is
expected from the addressee.

Keywords: instructions, embodied practices, deixis, temporality, coordination



Understanding Gesture and its Relation to
Speech across the Lifespan

Nevena Dimitrova
Georgia State University - United States

When speakers talk, they gesture. This panel will address how the ability to interpret these
gestures initially emerges, how children’s ability to relate gestures to speech changes with age,
and explore which cognitive abilities support gesture-speech integration in children and adults.
The first paper explores toddlers’ ability to interpret hand movements as meaningful
representational gestures. Studying 2- and 3-year-old children, the authors examined the
perceptual cues young children use to distinguish between actions, or bodily movements that
are intrinsically meaningful, from gestures, whose meaning is representational. Comparing
children’s comprehension of object-based and representational actions, the authors found that
by age 3, but not earlier, children are able to comprehend a movement as a representation. This
study taps into the key question regarding children’s ability to comprehend gestures as
representations of goal- directed actions.

The second paper provides a systematic examination of comprehension of different gesture
types (deictic, conventional, iconic) across different modalities (gesture-only, speech-only,
reinforcing gesture-speech combinations, supplementary gesture-speech combinations) in 2-, 3-
, and 4-year- old children. Results revealed an effect of age, gesture type, and gesture
combination, with earlier comprehension for deictic gestures and reinforcing combinations.
Importantly, comprehension of conventional and iconic gestures increased in reinforcing
combinations, compared to supplementary ones. This result suggests that, for gesture types
children they are still developing, comprehension of gesture is facilitated when the semantic
content of speech reinforces gesture’s semantic content.

The third paper investigates children’s ability to comprehend-and integrate-semantic
information conveyed in gesture-speech combinations. Comparing 3-year-olds, 5-year-olds, and
adults, the authors asked at what age children start making use of information from an iconic
gesture in order to integrate it to the semantic information expressed in speech. The authors
found that the ability to comprehend semantic information conveyed simultaneously in speech
and in gesture is ascertained by age 5, suggesting that development of this integration ability
may be part of a broader developmental shift between the ages 3 and 5.

The fourth paper examines the cognitive underpinnings of iconic gesture comprehension in
adults. Studying congruent (match between semantic information conveyed in gesture and
speech) and incongruent gestures, the authors assessed the role of kinesthetic working memory
(KWM) vs. visuo-spatial working memory (VSWM) in the comprehension of co-speech iconic
gestures in adults. Results revealed that participants’ performance was significantly better for
congruent compared to incongruent gestures KWM-but not for VSWM-trials. The authors
conclude that while both KWM and VSWM load impact speech-gesture integration, they do so in
very different ways.

The panel discussion revolves around the importance of gesture comprehension for successful
communication, the centrality of gesture-speech integration, and how these processes change as
a function of cognitive development.

Keywords: gesture comprehension, co, speech gestures, gesture, speech integration
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Unpacking the ontogeny of gesture understanding:
How movement becomes meaningful across
development

Elizabeth Wakefield , Miriam Novack, Amanada Woodward

University of Chicago - United States

Gestures, hand movements that accompany speech, affect how individuals learn, remember, and
think about information (e.g., Goldin-Meadow, 2003). Gestures may have these effects because
they represent information in an easily accessible format (e.g., Goldin-Meadow, 2010). Yet, very
little research has been conducted to elucidate the cues by which humans identify particular
movements as representational, among the myriad of actions encountered on a daily basis (e.g.,
object-directed actions, meaningless-movement in the air). In a recent paper Novack, Wakefield,
& Goldin-Meadow, (2015) established a framework for predicting when movements are likely
to be seen as representational (i.e., gesture). Adults described one of three scenes: (1) an actor
moving objects, (2) an actor moving her hands in the presence of objects (but not touching
them) or (3) an actor moving her hands in the absence of objects. Results suggested that adults
systematically use perceptual cues to differentiate between actions that complete a goal, gesture
and other forms of movement: for example, the majority of adults interpreted empty-handed
movements occurring in the presence of objects as representational, that is, as gesture. The
present studies were conducted to investigate the ontogeny of the ability to systematically
interpret some forms of movement as representational (i.e., gesture), as it is known that
representational thinking is challenging for young children (e.g., Deloache, 1987). One
possibility is that, even before children are able to understand what a ‘gesture’ represents, they
will still identify an empty-handed movement as a representation of something because of a
particular movement property. Alternatively, young children may view empty-handed
movement as movement for its own sake (Schachner & Carey, 2013) until they gain more
sophisticated representational abilities. In Study 1, we asked 4-9-year-old children (N=400) to
describe the same three scenes as the adults in Novack et al. (2015). Interestingly, the ability to
interpret empty-handed movements as representational changed across development, with
children increasingly more likely to see such movements as gesture as they got older (f=0.57,
z=2.76, p< .01. Furthermore, the ability to see movements without objects present as
representational showed the most protracted development ($=0.65, z=2.22, p< .05). In Study 2,
we consider how 18-month-old infants process similar action events, using eye-tracking.
Preliminary data (N=47) indicate that infants watch the three types of events in distinct ways,
suggesting that even at 18-months, infants may have some ability to categorize movement
types. Together, these results show that the ability to describe movement as gesture, based on
various perceptual cues, develops across childhood. These studies represent the first
investigation of how the perceptual properties of movements we call ‘gesture’ are actually
interpreted across development, and results have implications for how gesture should be used
educationally.

Keywords: representational gesture, action, movement interpretation, development
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Integration of information from speech and iconic
gesture in 3-, 5-year-olds and adults

Kazuki Sekine

University of Warwick

Integrating various types of contextual information is crucial in comprehending the speaker's
intended message in everyday conversation. Gesture is an example of such contextual
information. Though a number of previous studies investigated children’s processing of speech-
gesture combinations, many of the studies did not investigate if children show that the two
modalities mutually constrain each other’s meanings to arrive at a unified message. Thus, this
study investigated how well 3- and 5-year-olds and adults integrate speech and iconic gesture,
in comprehension, when the two modalities mutually constrain each other’s meanings to form a
unified interpretation.

In Experiment 1, 3-year-olds, 5-year-olds, and adults, who were all monolingual speakers of
Japanese, participated. They were presented with short video clips on a computer screen. In
each video clip, an actor demonstrated either an iconic gesture expressing everyday action (e.g.,
throwing something with both hands) or a spoken sentence referred to the same action (e.g.,
“throwing”) or a combination of the two. The participants were instructed to select a
photograph that best matched the message, out of four photographs; integration match (e.g.,
throwing a basketball with both hands), verbal-only match (e.g., throwing a baseball with a
single hand), gesture-only match (e.g., opening a door with both hands”), and unrelated foil (e.g.,
a person taking a photo). When participants were shown only iconic gesture, even three-year-
olds can select correct interpretations above chance. However, when they were shown both
iconic gesture and speech, 3-year-olds did not select the integration match, indicating that they
did not integrate unique information in the two modalities to arrive at a unified interpretation,
but 5-year-olds showed an adult-like integration ability. When children failed to integrate iconic
gesture and speech, they relied on information from speech.

In Experiment 2, another group of 3-year-old children participated. The material and stimulus
were the same as Experiment 1 except that an experiment demonstrated a gestures and/or
speech live, instead of an actor in video clips. When presented live, 3-year-olds could integrate
speech and gesture. When failed to integrate iconic gesture and speech, just like Experiment 1,
they relied on information from speech.

From these findings, we conclude that speech-gesture integration gradually develops in early
childhood; however, live-presentation facilitates the nascent integration ability in 3-year-olds.
We attribute 3-year-olds' poor integration ability to their weak ability to use contextual
information in communication. These findings suggest that development of the ability to
integrate speech and gesture follows the pattern of a broader developmental shift between 3-
and 5-year-old children (Ramscar & Gitcho, 2007) regarding the ability to process two pieces of
information simultaneously.
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Does comprehension of gesture follow a
developmental trajectory similar to its production?

Nevena Dimitrova, Seyda Ozcaliskan, Lauren B. Adamson
Georgia State University - United States

Children produce deictic (point at cup) and conventional (nod head for affirmation) gestures
earlier than iconic gestures (flap arms to convey flying [1]). Similarly, children produce gesture-
speech combinations in which gesture conveys the same information as speech (reinforcing;
"cup”+point at cup) earlier than combinations in which gesture conveys additional information
not found in speech (supplementary; "drink”’+point at cup [2]). Here we ask whether
comprehension of gesture follows a trajectory akin to its production. Earlier work on
comprehension focused on either a particular gesture type [3] or combination type [4].
Different from earlier work, this study aims to provide a comprehensive account of children’s
comprehension of different gesture-speech combinations across different gesture types and
across a broader age range. We predict that children’s comprehension of gesture will follow a
trajectory similar to its production, with earlier comprehension of deictic gestures and
reinforcing gesture-speech combinations. We tested 41 children: 13 2-year-olds (Mage=2;7), 15
3-year-olds (Mage=3;5), and 13 4-year- olds (Mage=4;6), using a newly designed task with 36
items that assess comprehension of three gesture types (12 deictic, 12 conventional, 12 iconic)
embedded within four combination types (9 gesture-only [e.g., point at boy], 9 speech-only
["boy”], 9 reinforcing gesture-speech combinations ["boy”+point at boy], and 9 supplementary
gesture-speech combinations ["standing”+point at boy] . Children were presented with each
item one at a time and asked to choose from a pair of pictures, one of which was the correct
choice (Fig.1). Children’s comprehension scores (range=0-36) were examined using a three-way
ANOVA, with age as a between-, and gesture and combination type as within-subject factors.

Results revealed an effect of age (F(2,38)=13.65, p=.000, h2p=.42), with differences between
each age group (ps< .05). Comprehension also varied by gesture type (F(1,68, 63.76)=22.79,
p=.000, h2p=.375), with better comprehension of deictic gestures than iconic (p=.000) and
conventional gestures (p=.002), and by gesture-speech combination type (F(3,114)=12.15,
p=.000, h2p=.242), with better comprehension of reinforcing gesture-speech combinations than
supplementary ones (p=.000; Fig.2). There was a significant two-way interaction between
gesture type and combination type (F(6,228)=2.47, p=.025, h2p=.06): children showed better
comprehension of deictic gestures than both conventional and iconic gestures in supplementary
gesture-speech combinations (ps< .001), while they showed better comprehension of
conventional and iconic gestures in reinforcing gesture-speech combinations than
supplementary ones (ps< .001).Our results suggest that gesture comprehension follows a
developmental trajectory similar to its production-with earlier comprehension of deictic
gestures and reinforcing gesture-speech combinations. However, when conventional and iconic
gestures were presented in reinforcing combinations, comprehension also improved
significantly, suggesting that the comprehension of gesture types that children have greater
difficulty with is aided by having the same information expressed in both modalities.

Keywords: gesture comprehension, gesture, speech integration
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Working Memory and Speech-Gesture Integration in
Adults
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Co-speech iconic gestures often provide information that complements that present in the
speech stream, indicating visual features of the referents and the spatial relationships that exist
between them. Compared to the production of such gestures, relatively little research has
concerned the cognitive processes that support their comprehension and their integration with
the co-occurring speech. Work to date has suggested visuo-spatial working memory (VSWM)
plays an important role, possibly because it can maintain visuo-spatial information activated by
gestures until it can be integrated with relevant concepts activated by the linguistic information
conveyed by the speech [1]. Here we explore whether an analogous role exists for kinesthetic
working (KWM), the memory system for encoding body movements [2, 3]. To compare the role
of KWM and VSWM in speech-gesture integration, we used a dual task paradigm as participants
performed a multi-modal discourse comprehension task under conditions of either KWM or
VSWM load. In the primary task, participants watched videos of a man describing household
objects, viewed picture probes, and judged whether each picture was related to the preceding
video. In KWM trials, we imposed a load on the KWM system by asking participants to
remember and recreate body positions while performing the primary task. In VSWM trials, we
imposed a load on the VSWM system by asking participants to remember and replicate
sequences of grid locations while performing the primary task. At the beginning of each trial,
participants encoded either body poses or dot locations, and mentally rehearsed them as they
performed the discourse comprehension task. After responding to the picture probe on the
primary task, participants were prompted to recall either the kinesthetically or the visuo-
spatially encoded information. On KWM trials, they reproduced the poses encoded at the
beginning of the trial. On VSWM trials, they indicated the sequence of dot locations by clicking
the relevant grid locations with a mouse.

Dependent variables included the speed and accuracy of participants’ responses on the
discourse comprehension task. Repeated measures ANOVA on response times revealed a
reliable interaction between memory load and speech-gesture congruency (F(1,50) = 5.62, p<
0.05), reflecting significantly longer response times after incongruent than congruent gestures
on KWM trials (t(50)=2.38 p< 0.02), and similar RTs for incongruent and congruent gestures on
VSWM trials (t(50)=0.43, n.s.). Analysis of accuracy scores revealed a similar interaction
(F(1,50) = 4.34, p< 0.05) with marginally less accurate responses following incongruent than
congruent gestures on KWM trials (t(50)=1.87 p=0.068), and similar accuracy rates for
congruent and incongruent gestures on VSWM trials (t(50)=0.25, n.s.).

In sum, participants continued to benefit from congruent gestures under conditions of KWM,
but not VSWM, load. Results suggest that while both KWM and VSWM load impact speech-
gesture integration, they do so in different ways.

Keywords: visuo, spatial resources, kinesthetic resources, gesture comprehension, iconic gestures
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Despite the significant advances of recent research into multimodal communication, human
interaction and co-speech gestures, one focus missing in Gesture Studies is on how people use
their bodies creatively to communicate. The performing arts, such as contemporary dance and
theater, replicate daily life situations and emphasize emotions, thus providing a rich corpus for
the analysis of creative multimodal communication, but they also offer a stage for research on
collaborative decision-making processes, the interaction between emotions and bodily motions,
and the use of bodies for communicating ideas. Choreographers and other performers are using
innovative software tools for video annotation and documentation during the compositional
processes of choreographies, rehearsals or workshops - tools that may be useful for Gesture
Studies, Anthropology, and other scientific domains concerned with the body in motion.

In this panel, we propose a closer look at data from contemporary performing arts, considering
that the implicit knowledge contained in this scarcely studied domain can be useful for the
study of collaborative decision-making processes, the interaction between emotions and bodily
motions or of alternative turn-taking rules where speech is not involved, for instance. We will
be discussing different tools used in this context to annotate body movements, in order to
suggest their relevance and value for the Gesture community.

The proposed panel therefore includes the three following papers and a discussant:

The first paper deals with the role of gaze and other body movements in collaborative decision-
making and intends to contribute to the literature by presenting data collected in a silent dance
improvisation session in the context of the performing arts and its quali-quantitative analysis,
where the focus is on how the body, rather than speech, participates in the collaborative
decision-making.

The second paper, motivated by the previous one, presents a proof-of-concept with a working
software prototype to transpose annotations of 2D video data into a 3D environment for gesture
research. The paper describes a work-in-progress tool where a multiparty scene is created by
placing avatars and objects into a 3D environment.

The third paper will introduce the beta version of a multimodal annotation software tool, which
supports annotation on video in real-time of any human activity that can be video-captured
adequately. This tool should be relevant for the Gesture studies community as a preliminary
help in note taking in real-time, while observing and filming specific situations of face-to-face
interaction or of any other instance of multimodal communication.

A discussion will be guided and moderated by an expert in the field of annotation software used
by the Gesture community, providing insights from his extensive experience in development
and listening to what researchers need. (paper titles and discussant’s bio attached in separate
file)

Keywords: Gestures in performing arts, video annotation in real, time, gaze, body movements, 3D
environments, decision, making, multimodality
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The role of gaze and other body movements in
collaborative  decision-making: A study on
coordinating turns in a contemporary dance
improvisation exercise

Vito Evola, Joanna Skubisz, Carla Fernandes
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How does a group of people collaborate and take turns when no speaking is allowed? Unlike
previous studies on turn-taking (e.g. Duncan 1972; Sacks, Schegloff & Jefferson 1974; Kendon
1967; Ochs et al. 1996), the context of this inquiry is linguistically independent. The present
study intends to contribute to the literature by presenting data collected in a silent
improvisation session in the context of the performing arts and its quali-quantitative analysis,
where the focus is on how the body, rather than speech, participates in collaborative decision-
making. Five expert performers and five non-performers, joined by choreographer Joao
Fiadeiro, were filmed separately during a contemporary dance exercise, the "Real-Time
Composition Game” (Fiadeiro 2007). The Game involves participants sitting around a table, and
through means of self-selection, performing single actions at a time on a table using various
objects to develop compositions and learn the nature of improvisation.

A micro-analysis of portions of the session was conducted using ELAN (Lausberg & Sloetjes
2009). The annotation scheme codes for: a) directedness behavior (spatial location and
orientation of the body, gaze points, object interaction); b) a formal description of movement
units (MUs) of the various articulators; and c) a hermeneutic tier categorizing the functional-
semiotic interpretation of the MUs (following a hierarchical taxonomy: self-focused, context-
focused; communication-focused). The first two levels of annotation have an objective quality;
the third level, based on the previous ones, describes raters’ subjective interpretation of the
participants’ movements.

Despite completing the task both collaboratively and creatively, the non-performer group
reverted to those turn-taking strategies common in everyday social interactions, minus those
involving the vocal modality (i.e. frequent gaze shifts and communicative body movements). In
contrast, we found that intersubjectivity was actively avoided by the expert group, both in the
performers’ bodily movements and mutual gaze, with turn management being regulated by
means of alternative cognitive and social strategies, which will be presented. Besides the
differences in communicative body movements across the groups, we will also compare self-
focused movements, produced as neurophysiological responses to a cognitive load.

A qualitative macro-analysis of the two groups’ entire sessions will focus on features directly
related to the decision-making process throughout the improvisation exercises, such as
hesitation versus determination. These differences will be analyzed under the light of recent
literature focusing on social cognition and decision-making (inter alia Frith & Singer 2008).
Constraints such as common knowledge, alignment, trust and the interaction of reason and
emotion will be taken into account to contrast the results between the groups.

The results of these analyses and their implications for computational modeling of turns in the
context of multimodality, as well as the relevance with questions of embodiment, creativity, and
performance will be discussed together with future research.

Keywords: contemporary dance improvisation, creativity, decision making, gaze, intersubjectivity,
Practice Theory, social cognition, social interaction and coordination, turn taking
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into a 3D Environment for Gesture Research

Claudia Ribeiro, Vito Evola, Joanna Skubisz, Rafael Kuffner
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FCSH-UNL) - Portugal

Annotating human body movements in videorecordings is at the core of contemporary gesture
research, allowing scientists to process video data following customized annotation schemes
according to the research questions at hand. With more and more gesture researchers focusing
on formal aspects of human movements, the starting point of quali-quantitative analyses is the
transcription of the movements using specialized software. Notwithstanding advances in data
visualization, visualizing processed data in Gesture Studies (annotations) is currently limited to
tables and graphs, which present the data in quantitative and temporal terms for further
analyses. Alternative ways of visualizing the data could promote alternative ways of reasoning
about the research questions (Tversky 2011). This paper intends to evidence the current void in
gesture research tools and present an option for how Gesture scholars can visualize their
processed data in a more "user-friendly” way. Recent efforts to incorporate the advantages of
3D coupled with new visualizations techniques afford new methods to both annotate and
analyze body movements using learning algorithms (e.g. Deep 2015) to model virtual
characters’ behaviors based on video corpora annotated in software such as ELAN (Brugman &
Russel 2004) and ANVIL (Kipp 2012). These advances, nonetheless, are underdeveloped in the
area of Gesture Studies research and could provide interesting insights both regarding human
and virtual characters interaction and semi-automatic ways of annotating and validating video
data (Velloso, Bulling, & Gellersen 2013).

We present an example of usage, based on data from [AUTHORS] (2015), where a multiparty
scene is transposed from the 2D video data to a modeled 3D environment. Avatars represent
participants, and their body parts are labeled according to the formal annotation scheme used
(left hand, right arm, torso, etc). Movements of the various articulators of each participant, as
they were annotated using ELAN, are programed so their activation is evidenced in the 2D/3D
representation of the participants’ annotation. This recreates the scene of interest, allowing a
more schematic visualization compared to the original video recording, isolating and
foregrounding only the focal elements and eliminating visual ”noise”. Moreover, gaze
annotations are visualized: unlike in the video, where gaze can only be tracked one participant
at a time, this tool allows multiparty gaze annotations to be viewed synoptically as vectors,
allowing the researcher to track the group’s gaze-points simultaneously. As a computational
model of annotations, statistical reports will also be available and may contributes to the
reduction of incoherencies between human raters, and thus to higher value of inter-rater
agreement and data reliability.

A work-in-progress, this proof-of-concept prototype intends to be made available to researchers
interested in visualizing formal gesture annotations with minimal setup for their own quali-
quantitative research on formal aspects of body movements.

Keywords: 3D, annotation, data visualization tool, gesture research software, Unity3D, visualization
techniques
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This paper will introduce a video annotation tool that supports the multimodal annotation in
real-time of any human activity that can be video captured adequately. It has been developed in
the framework of a previous transdisciplinary research project on the documentation of
intangible cultural heritage via the new digital media. We will describe its main functionalities,
the different types and modes of annotation available, as well as its recent use and testing in the
context of a professional theatre production. This software tool was conceived and designed to
assist the creative processes of choreographers and dance performers, functioning as a digital
notebook for personal annotations. It allows video annotation in real-time, using a live video
stream, or post-event, by using a pre-recorded video stream. The tool allows different video
annotation types (marks, text, audio, ink strokes and hyperlinks) and different modes of
annotation and video visualization (continuous, sustained and delayed). It has provided
significant advances (Silva et al. 2012; Cabral et al. 2011, 2012; AUTHORS 2013) which allow its
use in several other fields of work, from Gesture studies and Anthropology to Sports,
Educational environments or Journalism.

Other widely used video annotation tools such as ELAN (Wittenburg et al. 2006) or ANVIL (Kipp
2001) or more specialized ones such as The choreographers notebook (Singh et al. 2011) or
PM2GO (2015) do not allow annotation in real-time and in many cases do not contemplate the
same robust functionalities. Additionally, we have recently implemented a feature, which to our
knowledge is not available on any other video annotator: through use of a mobile device, such
as a smartphone, essential functionalities of the video annotator can be activated and controlled
remotely via the Open Sound Control (OSC) protocol. This feature is particularly important for
researchers and other users who wish to move freely away from the computer and take notes
discreetly and in real-time in their respective environments. Other advantages of multimodal
video annotation include for example the ability to draw on top of the video layer. This
functionality allows seamless synchronization of the annotated content with the video
recording, both in time and space. Audio annotations can be used when writing text annotations
would take too long in cases where the observer wishes to accompany the live event in close
detail.

We will present real world examples from our current research project, where we have
accompanied the rehearsal process for a new piece by choreographer Jo'ao Fiadeiro. We believe
that our video annotator can be extremely useful for the Gesture studies community as a
preliminary help in note-taking in real-time, while observing and filming specific situations of
face-to-face interaction or of any other instance of multimodal communication.

Keywords: video annotation tools, real, time, multimodality, gestures and performing arts, body
movements, creativity

Discussant: Hans Sloetjes
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Gestures are used in a wide range of contexts by humans and other primates and are expected
to play a critical role in language development and evolutionary history. The growing body of
gesture research has however not agreed upon a unified definition of gesture. Instead of
pursuing the ultimate unification of gesture studies, this symposium aims at benefiting from the
current discrepancy between methodologies and conceptual distinctions made by researchers
from different (sub)fields of science. Whether gestures are considered in the light of evolution,
development or pragmatics for instance partly determines how they are defined, classified and
studied. Children begin to gesture long before talking. Gestures, such as pointing or waving
goodbye, constitute the principal means of interacting with others before the emergence of
language. Children continue to gesture after they start talking and even through adulthood,
although the gesture/speech system is then reorganized (Kendon, 2004 ; McNeill, 2005, 2014).

Evidence from nonhuman primates is also relevant for our understanding of language evolution
and development. Language may have evolved from manual gestures. For the hypothesis of the
gestural origins of language (Corballis, 2014), gestures survive today as "behavioral fossils” that
may or may not be coupled with speech.

Another question to be investigated involves the distinction between forms and functions of
gestures. If we want to clearly understand language evolution and multimodal development, we
need to distinctly define what we classify under the terms "forms” and "functions,” which has
not been done systematically in the literature. If we consider multimodal development from a
constructivist and pragmatic viewpoint, we need to know how children and apes combine forms
and functions, and how early these variations in form and function are available to them.

The aim of this symposium is to highlight and discuss these topics that are still much debated
among international scholars working on gestures, both in human and nonhuman primates. The
four symposium participants will address the following questions: (1) What has gesture to do
with language evolution and development? (2) What is it that develops? and (3) Why studying
both the forms and functions of gesture?

Crossing conceptual and methodological perspectives should allow us to uncover the implicit
arguments that underpin our methodological choices, in particular regarding classification and
terminology.

Four papers will compose the symposium, they will be followed by a discussion

- K. Fibigerova, M. Guidetti: "Salient criterions in gesture classification: developmental
perspective in humans”

- M. Bourjade, H. Cochet, S. Molesti: "Gesture production in monkeys, apes and pre-linguistic
children: The interplay between development and evolution”

- D. Leavens: "Radical Multimodality: Physical Gestures”- A. Meguerditchian : "What
ritualization of novel intentional gestures in baboons tell us about the prerequisites of some
language properties?”
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Gesture has become an important object of scientific interest during the last several decades.
That observation is documented by an increasing number of new studies, publications and
conference talks. However, when it comes to bringing up all pieces of acquired and presented
knowledge together, one question emerges: Do we really make research, write and talk about
the same "thing”? In literature, we observe a multitude of different and frequently incompatible
understandings and classifications of gestures (see e. g., Guidetti, Fibigerova, & Colletta, 2014;
Kendon, 2004; McNeill, 1992). With no intention to approach the ontological fundamentals of
the topic, the aim of the above question is to initiate a debate on the variety of phenomena that
actually can be, should be or actually are, considered as "gesture”.

In order to establish a "common ground” among gesture scholars, we would like to address the
following questions 1- what has gesture to do with language evolution and development 2- what
is it that develops? and 3- why study both the forms and the functions of gesture?

1- If language is considered as a mean of adaptation (Verschueren, 1991) language acquisition is
one way, but not the only one, to adapt to the social environment. There is a heuristic
interaction between evolutionist theories and developmental theories which, as a consequence,
let us to have a theoretical position on language acquisition where the function and the use are
crucial and where language acquisition has to be tighly linked to social cognition. In this sense
language cannot be considered as a "communicative revolution” since it is preceded by gestures
in young children. Regardless of the position on the "gesture-first” hypothesis of language origin
(for: Corballis, 2014 or against : McNeill, 2014), taking account social cognition and the
functions and the uses of communication have lead to a close look to non human primates
gestures

2- If for McNeill (2014), "there is no way to get from Acquisition 1 -before age 3/4 - to
Acquisition 2 ”- from age 3/4- because "there are on different tracks”, we would also like to
have a closer look on the continuity/discontinuity in the use and thus on the
classification/terminology of gestures at the prelinguistic and the linguistic periods

3- If we consider the use and the functions as crucial, we have to clearly dissociate the forms
and the functions of gestures in a multilevel model of data analysis We will argue and illustrate
these different points with data from current research.

Keywords: gesture definition, language acquisition, evolution, co, verbal gestures, terminology
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Evidence that gestures, in particular pointing, constitute intentional communicative signals has
been reported both in nonhuman primates and pre-linguistic children. This is mostly based on
the description of individuals’ abilities to adjust their gestures to the attentional state of a
partner (e.g., Bourjade, Meguerditchian, Maille, Gaunet, & Vauclair, 2014) and on the ability of
recipients to interpret these gestures and respond by adjusting their behavior accordingly (e.g.,
Behne, Liszkowski, Carpenter, & Tomasello, 2012). Studies analyzing the characteristics of
gestural communication may allow us to gain a better understanding of language evolution and
development, but it has become more and more difficult to get a clear overview of this question
due to a lack of agreed terminology, both within and between disciplines. Variations in the
methods used, which are themselves influenced by the concepts and definitions adopted by the
authors, also make the comparison between studies a complex task. In this talk we aim at
addressing the extent to which the discrepancies about gesture phenomenology in the literature
- in the way gestures are defined, classified and analyzed - can be understood in the light of
theoretical stances and objectives that are more or less explicitly specified by researchers. This
issue will first be illustrated by considering the relationships between communicative gestures
and social cognition (notably joint attention, coordination and "common ground”) , and the role
of individual developmental experience in the emergence of these capacities in human children
(Matthews, Behne, Lieven, & Tomasello, 2012) and nonhuman primates (Bourjade, Canteloup,
Meguerditchian, & Gaunet, 2015, see also Bard & Leavens, 2014). Second, we will focus on the
function of pointing gestures, outlining the inferences about the gesturer’s intention that are
usually made from several behavioral cues, such as body orienting, eye-gazing, the form of the
gesture (i.e., palm orientation, hand shape) or from the persistence of the signal and its possible
modification until the hypothetical goal is achieved (e.g.,, Cochet & Vauclair, 2010). Indeed, the
meaning attributed to these cues may depend on specific research objectives and might
sometimes reflect the tendency to champion the cognitive or communicative abilities of one’s
particular species. In particular, we will address the question of the referential nature of signals,
through the distinction between imperative pointing and requesting gestures in human and
nonhuman primates. Highlighting the links between theoretical postures and methodological
choices appears to be a necessary step in the achievement of a unified study of gestures (e.g.,
Machado & Silva 2007; Scott & Pika 2012). And thus, it stands as a realistic endeavour, which
may in turn benefit researchers studying gestures, especially with a comparative perspective.

Keywords: gestural communication, development, evolution, children, nonhuman primates, definitions,
methodology, epistemology
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Recently, numerous studies of communication in both human and nonhuman primates have
converged on the observation that gestural communication is inherently multimodal
(Armstrong, Stokoe, & Wilcox, 1994; Bourjade, Meguerditchian, Maille, Gaunet, & Vauclair,
2014; Leavens, Hostetter, Wesley, & Hopkins, 2004). Current approaches to the definition of
gesture exclude manual actions that are "mechanically effective” (Hobaiter & Byrne, 2011; Scott
& Pika, 2012), as though physical force does not constitute a channel or mode of
communication. At the heart of these definitions are the assumptions that gestures are either
(a) developmentally mature, abbreviated forms of earlier, motorically effective acts (Liebal &
Call, 2012) or (b) evolved, ritualised signals (Smit, 1977), but neither pathway characterizes all
gestures (Bard, Dunbar, Maguire-Herring, Veira, Hayes, & McDonald, 2014). There is a class of
mechanically effective, tactile acts that are meaningful for both sender and receiver. Examples
of communicative acts that must be rejected from the category, "gesture,” by virtue of the
criterion of mechanical inefficacy, include, but are not limited to: hugs, tickling, grooming,
slapping a child’s hand, tossing a child into the air and (hopefully) catching them, grabbing
somebody by the face and kissing them, squeezing somebody’s hand or other body in sympathy
or in a show of support, physically turning somebody’s head during a haircut, holding a loved
one’s hand whilst walking together, exerting an open-palmed strike against a potential
antagonist’s chest, and so on. I argue that such obviously communicative, yet mechanically
effective acts belong properly to the study of nonverbal communication and that, moreover,
they are better characterised as "physical or tactile gestures” than as "non-gestures,” because
there is no systematic functional distinction between these physical gestures and non-tactile
gestures. Anybody who has received a contemptuous slap in the face knows that they have been
the recipient of a communicative signal; thus, the only apparent reason to classify such signals
into an analytical category separate from other kinds of manual gestures, is that they are
mechanically effective. This is an arbitrary criterion based on a disembodied metaphysical
distinction between mechanical acts and communicative signals that is unnecessary and that
ignores some very basic physics-if I call your name, your response to that signal depends
critically on the mechanically effective characteristics of this auditory signal. Indeed, it is
axiomatic that no communicative signal can be successfully conveyed if it lacks mechanical
efficacy. This creates unnecessary conundrums, such as, how much mechanical efficacy is too
much? This is because communication at the level of the whole organism necessarily involves a
transgression of the transductive envelope which transforms mechanical force into
electrochemical energy. Thus, at present, we are in danger of sacrificing ecological validity at
the altar of a misguided methodological conservatism.

Keywords: Physical gestures, mechanically effective gestures.
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Comparative studies of nonhuman and human primates concerning communicative gestures
know a renewed interest regarding the evolution of communicatory systems, in particular
language. Most studies have been conducted in great ape species while the features of the
gestural system in monkeys have relatively been little investigated. Such a comparative
framework is needed to help reconstructing potential gestural prerequisites of some features of
language properties such as intentionality, flexibility of learning, flexibility of use and left
hemispheric lateralization. In the present paper, I will report the emergence and elaboration of
novel gestures in the repertoire of some individuals in baboons Papio anubis housed in at the
Station de Primatologie CNRS (such as ”clapping”, "cage bagging”, oro-facial lips sounds and
"food presenting”) that have not been observed in other conspecifics. Interestingly, most of
them seem to fit with the criteria of intentional communication that have been documented in
the development of pointing in human infants. "Food presenting” for instance has been
described in one single baboon female trying to engage a triadic referential communication with
her offspring. This behavior consists of trying to redirect intentionally the attention of her
offspring toward an external object by engaging mutual gaze when agitating the object in her
finger toward him. I will show that this particular behavior has occurred for every infant
baboons she has raised and has surprisingly stopped when the juveniles were able to feed
themselves. | will to discuss the implications of the emergence of those atypical gestures in term
of social cognition, development (genetically-based, ritualization), and definitional aspect about
gestures within the framework of evolution of language.

Keywords: non human primate gestures, ritualization, language properties
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In her seminal studies on hand preferences for free movements that accompany speech, Kimura
(1973) proposed that the production of speech and gesture was controlled by a common motor
system, which in right-handers was located in the left hemisphere. In another direction,
psycholinguistic theories, with a few exceptions, propose that the production of co-speech
gestures is linked to left hemispheric language production. However, regarding neurobiological
correlates of gesture production recent empirical studies cast doubt on the proposition that co-
speech gestures are exclusively generated in the left hemisphere.

In this symposium, based on empirical studies on hand preferences in healthy individuals and
on patients with defined brain lesions, four researchers present their results concerning the
respective contributions of the left and right hemispheres to gesture production.

Schedule of the symposium 5 -10 min Pierre Feyereisen (Hedda Lausberg) General introduction
to the topic of the symposium 20 min presentation + 5 min discussion Hedda Lausberg
(speaker), Harald Skomroch, Robert Rein, Katharina Hogrefe Hemispheric specialization in
gesture production[120 min presentation + 5 min discussion[1H’el’ene Cochet (speaker) Can
hand preference for gestures speak for the left hemisphere? 20 min presentation + 5 min
discussion

Paraskevi Argyriou & Sotaro Kita (speakers), Christine Mohr

The association between metaphor speech production task and left-hand gesturing
20 min presentation + 5 min discussion
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Hemispheric specialization in gesture production

Hedda Lausberg " 1, Harald Skomroch 2, Robert Rein 2, Katharina Hogrefe 3

! Department of Neurology, Psychosomatic Medicine, and Psychiatry, Institute of health promotion and
clinical movement science, German Sport University Cologne - Am Sportpark Miingersdorf 6, 50933
Cologne, Germany, Germany ° German Sport University Cologne - Germany ° Clinical Neuropsychology
Research Group (EKN), Institut fiir Phonetik und Sprachverarbeitung (IPS), Ludwig-Maximilians-
Universitdat Miinchen - Germany

With reference to Kimura’s studies (1973) on hand preferences for co-speech gestures that
suggest a left hemispheric common motor control system for speech and gesture, the
neurobiological correlates of gesture production have often been associated with the language-
dominant left hemisphere. However, recent empirical studies on individuals with brain damage
including split-brain individuals cast doubt on the proposition that co-speech gestures are
exclusively generated in the left hemisphere. To systematically explore the role of the left and
right hemisphere in gesture production, the present study investigates patients with left and
right hemisphere damage (LHD, RHD).

Twenty patients with LDH, 18 patients with RDH, and 20 matched controls, all right-handed,
participated in the study. Most of the LHD patients were aphasic (14), hemiparetic (16) and
apraxic (10), and most of the RHD patients were hemiparetic (16), had multimodal neglect (15),
and visuospatial deficits (13). All participants watched 4 animated Tweety & Sylvester cartoons
and retold the story immediately after each clip. The video-taped participants’ hand movement
behavior was analysed without sound by two independent certified raters with the NEUROGES-
ELAN system. Interrater reliability was assessed with EasyDIAg.

The reliability of gesture identification was substantial in all three groups, and best for LHD.
Overall, the RHD group displayed significantly less gestures, but not actions, than the LHD and
Control groups. Concerning gestures types, form, spatial relation, and motion quality
presentation gestures as well as deictics were displayed significantly more often by LHD group
than by RHD. In the LHD group, there was no correlation of gesture (type) frequency with
aphasia or apraxia. The exception were pantomime gestures which were shown significantly
more often by the non-apraxic than the apraxic LHD subgroups.

Damage to the right hemisphere, but not to the left hemisphere resulted in a significant
decrease in gesture production, suggesting a relevant right hemispheric contribution to gesture
production. Further, assuming that LHD individuals with aphasia and apraxia have no
remaining left hemispheric resources to generate gestures, the high frequency of gestures in
this group suggests a right hemispheric production of gestures, too, in particular of gestures
that present form, spa- tial relation, and motion quality concepts. Further, - with the exception
of pantomime -, the frequency of the production of gesture was not influenced by aphasia and
apraxia (as left hemisphere functions). Notably, the raters’ high reliability in identifying LHD
group’s gesture types evidences that these patients clearly conveyed concepts of form, motion,
space, etc. in gesture and that they showed no asymbolia. The present results are in line with
the findings in split- brain patients that suggest a strong right hemispheric contribution of
gesture production and they encourage to further exploring the potential use of right
hemispheric gestural competences in neurorehabilitation.

Keywords: Gesture production, Neuropsychology
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Can hand preference for gestures speak for the left
hemisphere?

Hélene Cochet

Cognition, Langues, Langage, Ergonomie (CLLE-LTC) - Université Toulouse le Mirail - Toulouse II -
France

Following on work by Kimura (1973) on hand preferences for co-speech movements, evidence
has more recently accumulated supporting the existence of a direct relationship between the
asymmetry of communicative gestures and hemisphere lateralization for language (e.g., Bates &
Dick, 2002; Cochet & Vauclair, 2010). This relationship, which contrasts with the one reported
for the asymmetry of manipulative actions (e.g.,, Knecht et al,, 2000; Meguerditchian et al,,
2011), may be underlain by the continuity between non-verbal and verbal communication
characterizing language acquisition (e.g., Colonnesi et al., 2010). The aim of this presentation is
to define to what extent hand preference for communicative gestures can help determine
whether the association between gestures and language develops along with left hemisphere
dominance for language in children and adults. To address this question, it is necessary to
consider the diversity of the human gestural repertoire, and in particular the nature of the
relationship between hand movement and the referent. This relation is arbitrary and based on a
cultural convention for symbolic gestures, whereas it is based on a spatial for deictic gestures
like pointing.

Analyses of hand preference for different gestures also suggest that the function of pointing,
itself intertwined with the intention of the gesturer and probably the nature of the mental
activity at stake (Tomasello et al, 2007), is linked to the development of hemispheric
specialization for language. Informative pointing, used to provide a partner with information
he/she needs, is for example associated with strong right-sided asymmetries, which might
reflect a key role of this function in the development of communication.

Finally, if left hemisphere specialization for language characterizes the vast majority of
individuals in our species, it should not be forgotten that some individuals present right
hemisphere or bilateral specialization. Considering atypical lateralization patterns, as early as
possible in the course of development, may thus be necessary to gain a better understanding on
the respective contributions of the left and right cerebral hemispheres to communication.

Keywords: gestures, hand preference, communication, language, development
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Right hemisphere linguistic processing triggers left-
hand gesturing, and left-hand gesturing facilitates
right hemisphere linguistic processing: a case for
metaphor

Paraskevi Argyriou, Christine Mohr, Sotaro Kita
University of Birmingham - United Kingdom

This paper presents the relationship between linguistic processing in the right hemisphere and
left-hand gesturing. We will focus on processing of metaphor, which critically involves the right
hemisphere (e.g., Bottini et al., 1994), and representational gestures with metaphorical contents
(McNeill, 1992). Experiment 1 investigates whether metaphor processing triggers left-hand
gesturing. Experiments 2 and 3 investigate whether left-hand gesturing facilitates metaphor
processing. Experiment 1 tested the hypothesis that differential activation levels of the two
hemispheres due to hemispheric specialization for metaphor processes determines hand choice
for co-speech gestures. To test this hypothesis, we compared hand choices for gesturing in 20
healthy right- handed participants during explanation of metaphorical vs. non-metaphorical
meanings, on the assumption that metaphor explanation enhances the right hemisphere
contribution to speech production. Hand choices were analyzed separately for: depictive
gestures that imitate action ("character viewpoint gestures”), depictive gestures that express
motion, relative locations, and shape ("observer viewpoint gestures”), and "abstract deictic
gestures”. [t was found that the right-hand over left-hand preference was significantly weaker in
the metaphor condition than in the non-metaphor conditions for depictive gestures that
imitated action. Findings suggest that the activation of the right hemisphere in the metaphor
condition reduces the likelihood of left hemisphere generation of gestures that imitate action,
thus attenuating the right-hand preference.

Experiments 2 and 3 tested impact of right- vs. left-hand gestures on metaphor processing. Two
experiments tested the "hemisphere-specific-feedback hypothesis” for gestures’ self-oriented
functions: gestures with a particular hand enhance cognitive processes in the contra-lateral
hemisphere. Specifically we tested whether left-hand gestures enhance metaphorical
explanation, which involves processing in the right hemisphere. In Experiment 2, right-handers
explained metaphorical mappings in phrases such as "to spill the beans” (i.e., beans represent
pieces of information). Participants were instructed to gesture with their left hand or right hand
or do not gesture at all. Speech outputs included more elaborate explanations of the
metaphorical mappings when participants gestured with their left hand than when they
gestured with the right hand or did not gesture at all. Furthermore, we measured participants’
mouth asymmetry during additional verbal tasks to determine individual differences in right-
hemispheric involvement for speech production. The left-side mouth dominance, indicating
stronger right- hemispheric involvement, positively correlated with the left-over-right-hand
advantage in the gestural facilitation of metaphor explanation. Experiment 3 ruled out an
alternative interpretation of Experiment 2 that the observed left-hand advantage was due to
right-hand prohibition (i.e., causing distractions). These results supported the hemisphere-
specific-feedback hypothesis.

Taken together, we conclude that left-hand gesturing and the linguistic processing in the right
hemisphere activate each other. This conclusion has implications for self-oriented functions of
gestures (e.g., Kita, 2000), as well as shared neural processing of language and gesture (Willems
& Hagoort, 2007).

Keywords: gesture, metaphor, gesture handedness, brain hemispheric lateralisation
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Does the right hemisphere contribute to the
production of co-speech gestures?
Katharina Hogrefe, Wolfram Ziegler , Nicole Weidinger, Georg Goldenberg

Clinical Neuropsychology Research Group (EKN), Institute of Phonetics and Speech Processing, Ludwig-
Maximilians-Universit'at Miinchen - Germany

The relationship of gesture and speech has been subject to numerous studies. In cognitive
neurosciences the question whether language and gesture originate from the same neural
substrate has attracted interest. As the left hemisphere has been shown to be dominant for
language processing, most research has been conducted so far with persons with left
hemisphere damage and consecutive aphasia. Recent findings suggest that the language
disorder per se does not hinder gesture production, but that accompanying neuropsychological
disorders that frequently appear as a consequence to left hemispheric lesions have an impact on
the ways gestures are used (Hogrefe, Ziegler, Weidinger, & Goldenberg, 2012). Hence, the left
hemisphere seems to be important for gesture production, but the relationship of gesture and
speech may be not as strong as often postulated. So far, only a few studies with small sample
sizes have looked at gestural behavior in persons with right hemisphere damage: These studies
all indicate that the right hemisphere makes an essential contribution to gesture production, too
(e.g. Cocks, Hird, & Kirsner, 2007; Hadar, Wenkert-Olenik, Krauss, & Soroker, 1998).

[t is widely acknowledged that the right hemisphere plays - amongst others - an important role
for the processing of pragmatic aspects of communication. Persons with damage to the right
hemisphere often display communication disturbances that may affect narrative-discourse
abilities, the processing of metaphors, as well as the processing of prosody. Interestingly,
studies focusing on gesture production in these individuals revealed a reduced gestural output.

In the current study, we aimed to test the hypothesis of a reduced gestural output in a large
sample of participants with right hemisphere damage. Furthermore, we intended to investigate
if in persons with right hemisphere damage gestural behavior is more closely tied to
communicative processes like intonation and discourse than to basic measures of speech
production.

We present data of 32 participants with right hemisphere damage and of 20 healthy control
participants. Participants were asked to retell a video clip of a Sylvester and Tweety Cartoon.
We will present data on basic parameters of gesture and speech (inter alia number of words,
number of hand gestures, gesture-to-word-ratio, number and completeness of phrases).
Furthermore, a measure on intonational variability and two measures on discourse production
will be presented.

Preliminary results of 20 healthy control participants and 18 participants with right
hemisphere damage indicate that the patient group produced lower intonational variability and
less informational content. Furthermore, patients produced fewer gestures than control
persons. The finding that the gesture-to-word-ratio was also reduced indicates that this effect is
independent of the likewise reduced verbal output. Gestural decline may rather be one aspect of
the communicative disorder that frequently appears after damage to the right hemisphere.

Keywords: Co, speech gesture, brain damage, communication disorder



From co-speech gesture to sign. Cases of sign
language creation in the Middle and South
America

Olivier Le Guen

Centro de investigaci'on y estudios superiores en antropologia social (CIESAS) - Calle Ju'arez 87,
Col.Tlalpan, Del. Tlalpan C.P.: 14000, M’exico, D.F., Mexico

Recently, many so-called Emerging Sign Languages (ESL) (Meir et al. 2010) have been
documented in Middle and South America ranging from Home sign systems (e.g. Zinacantan HS,
see Haviland 2011, 2013a,b, 2015) to Village Sign Languages (e.g. Yucatec Maya Sign Language,
see Le Guen 2012a,b or Chatino SL, see Hou and Mesh 2015a,b) and sign languages used by
larger Deaf communities in institutional settings (e.g. Nicaraguan SL, see Kegl et al. 2001). What
all these languages have in common is a rich communicative substrate in which speakers of the
surrounding spoken (often indigenous) languages use many co-speech gestures in a systematic
way. These gestures range from iconic to quotable gestures (or emblems, see Kendon 1992)
that are available for deaf people born in these communities to use and transform them into
signs (Le Guen 2012). Because many of these sign languages are created by both deaf and L2
bilingual-bimodal signers, integration of co-speech gestures not only facilitate the creation of
lexicon but also the shared use of the emerging SL among the larger community, i.e. between
hearing and deaf signers.

This symposium aims at discussing the how some co-speech gestures are transformed and
adapted into signs, raising several issues such as:

- What processes are involved in the creation of signs that derive from iconic gestures on the
one hand and from quotable gestures on the other hand?

- Which changes do co-speech gestures undergo when they are adapted into signs (semantic
extension, desemantization) and which paths of development do they follow
(grammaticalisation of holophrastic gestures, concept gestures becoming adverbial signs, etc.)

- How do sign languages in Middle and South America compare to each other in respect to the
creation of signs based on co-speech gestures? Which similarities do they display and which
cross-linguistic differences can be found?

- How can attitudes and ideologies towards gesture and multimodal communication facilitate or
inhibit the emergence of sign languages?

Keywords: Sign language, co, speech gesture, mesoamerica, emerging sign language, iconicity, creation
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Paths of lexicalization from Yucatec Maya co-speech

gestures to Yucatec Maya Sign Language signs
(Mexico)

Olivier Le Guen

Centro de investigaci'on y estudios superiores en antropologia social (CIESAS) - Calle Ju'arez 87, Col.
Tlalpan, Del. Tlalpan C.P.: 14000, M’exico, D.F., Mexico

In this talk, I explore several lexical domains and parts of speech of Yucatec Maya Sign Language
(YMSL), an emerging sign language that arose in different communities in the Yucatec peninsula
(Mexico) where deaf people were born. I examine data from two villages and analyze how some
signs have been adapted from surrounding Yucatec Maya (YM) co-speech gestures. The main
finding is that gesture types predict (to some extent) the categories of signs. Furthermore, a
comparison between the two communities reveals that the adaption of similar gestures lead to
common processes of lexicon creation, although there is no contact among signers from each
village. Data were collected using interview, recording of spontaneous discourses and
conversations and elicitation using stimuli.

Lexical gestures get transformed, unsurprisingly, into nominal signs. However, some can also be
derived as adjectival signs as well as nouns. For instance, the YM gesture for HOT/SPICY can
refer to both HOT/SPICY and CHILI in YMSL, see Fig. 1.

Holophrastic gestures (Kendon 1992), like COME HERE, FINISH, etc. tend to keep their meaning
as speech acts (e.g. orders) but can also desemanticize and transform into grammatical markers
(e.g. "and”) and auxiliaries, see fig. 2 FINISH TO DIE (from the Maya calque ts’ok (u)kimil).

YM speakers, as well as speakers of various other languages in Central America, make use of
gestures for shape and size, that are adapted in YMSL (often as compounds with another sign)
as Size and Shape Specifiers (SASSs) (Emmorey 2003, Supalla 1986), see fig. 3 for GIRL (lit.
FEMALE-SASS.upritghhuman).

Iconic YM gestures that describe everyday actions, are conventionalized in YMSL as verbal but
also nominal signs. In this latter case, we notice an interesting compound construction with
SASSs to derive the verbal sign into a noun (as Haviland (2013) also observed in Zinacantan
homesign).

Finally, YM concept gestures (Kendon 2004), for example for time, are adapted into adverbial
signs (Le Guen 2012).

[ will also show that many signs arose are innovations created by the deaf and bilingual-bimodal
signers and do not have corresponding gestural precursors. Interestingly, many of those appear
in domains that are not "gesturally encoded” in YM. The signs for colors, for instance, are, as we
could expect, different in each community.

Despite the fact that YMSL signers from different communities have never been in contact, it
turns out that signers have similar intuitions and we can observe similar processes involved in
the lexicon construction based on YM co-speech gestures, with the exception of domains that
lack a gestural equivalent in YM. In this sense, one possible theoretical claim would be that
multimodal communication among Yucatec Maya speakers represents a proto-sign Yucatec
Maya sign language that lead to the production of variants of YMSL.

Keywords: Yucatec Maya sign language, co, sppech gesture, emerging sign language, Mexico
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One Emblem in Two Types of Talk: How Speakers
and Signers use the ‘Go’ Gesture in a Chatino
Community

Kate Mesh

The University of Texas at Austin - United States

[ explore how the ‘Go’ gesture-an emblem (in the sense of [1], [2]) or quotable gesture
(following [3], [4], [5])-is used in a Chatino community in the San Juan Quiahije municipality of
the Juquila district in Oaxaca, Mexico. Users include hearing people who produce the gesture
alongside speech in San Juan Quiahije Chatino (SJQ), and deaf people who have incorporated the
gesture into the lexicon of a developing signed language, San Juan Quiahije Chatino Sign
Language (SJQCSL). The gesture is produced by moving the extended hand in an upward arc
(Fig. 1 & 2). It may be produced with either an extended index finger (Fig. 1) or a flat hand with
opposed thumb (Fig. 2). Hearing gesturers produce both forms in isolation and accompanying
verbs of motion such as tsa24, ‘go-from-base’, and kya24, ‘go-to-base’. They report that both
gestures refer to the act of going. This supports an analysis of the two forms as variants of a
single emblem, adopting either approach suggested in [6].

[ investigate the factors influencing choice of variant among hearing gesturers and deaf signers,
drawing from over 11 hours of video-recorded interviews about the local environment
following [7]. These were performed with 44 hearing gesturers and 5 deaf signers during an 8-
month field trip in 2015. Tokens of the ‘Go’ gesture were coded for hand configuration and
subject of the (signed SJQCSL or accompanying spoken SJQ) verb phrase. Where a goal of motion
was expressed, tokens were coded for goal distance.

I show that SJQ speakers show limited sensitivity to goal distance when selecting a variant of
the ‘Go’ gesture. Deaf signers, while exposed to both variants from infancy, show a strong
preference for the extended index finger variant regardless of goal distance. In two cases, deaf
signers have co-opted the formal distinction to express information about the nature of the
verbal subject. When the subject is a road or trail, as in the road goes this way, these signers
prefer the open handshape, often producing a formally similar, two-handed sign denoting 'Road’
at the beginning of the ‘Go’ gesture (Fig. 3). For all other uses of the verb go, these signers prefer
the extended index finger form of the ‘Go’ gesture.

My findings on the selective adoption and elaboration of variants of the ‘Go’ gesture in SJQCSL
suggest that the first step toward analyzing the lexicon of an emerging signed language must be
an investigation of the gestures produced in the surrounding community, focusing on their
formal variants. I close by describing how this method has been implemented in the Chatino
Sign Language Documentation Project.

Keywords: Emblem, Quotable gesture, emerging sign language, methodology
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Borrowed Forms: From Co-speech Gestures to Signs
in Family Homesign Systems from Nebaj, Guatemala

Laura Horton
University of Chicago - 5848 S University Ave, Green 510, Chicago, Illinois 60637, United States

Recent experimental and computational work on emerging languages (Richie, Yang and
Coppola, 2013) demonstrates that both the quantity and quality of communicative interaction
impacts the rate of conventionalization of the lexicon of young and emerging sign language
systems. Richie et al find that the lexicons of deaf individuals who use a young sign language,
Nicaraguan Sign Language (NSL) and are part of a rich communicative environment,
conventionalize faster than the lexicons of deaf individuals who do not have contact with the
deaf community and invent their own structured gestures, called homesign systems, to
communicate with family and friends (Goldin-Meadow 2003). Richie et al suggest that the
diversity of both communication partners and contexts of use available to NSL signers
accelerates conventionalization of the lexicon.

Our study extends this work with an analysis of sign lexicons in shared homesign systems in
Nebaj, Guatemala. We use the term shared homesign system to describe gestural systems
created by families with multiple generations of deafness. In particular, we compare the
lexicons of two families in which at least one adult and one child are deaf and have not learned a
sign language or Ixhil or Spanish, the ambient spoken languages.

We analyze a set of elicited sign forms both longitudinally and cross-sectionally - between
multiple users who are in daily contact with each other, for example a mother who is deaf, her
daughter who is also deaf and her son who is hearing but uses the shared homesign system to
communicate with his mother and sister. Signers described pictures of 60 familiar animals,
foods and tools. We code each form that a homesigner produced for its conceptual component
(after Richie et al) and compare forms using a frequency-weighted hamming distance. We find
that, while the system appears to be less conventionalized across users, the presence of
communication partners who use the shared homesign system may promote greater
conventionalization within an individual over time.

To examine the relationship between gestures used by hearing interlocutors while speaking and
sign forms in shared homesign lexicons, we provide a descriptive account of a gesture common
to both communicative systems.

We suggest one mechanism that may accelerate conventionalization could be the process of
borrowing forms from co-speech gesture and that this process is facilitated by a rich gestural
substrate in the hearing community and by hearing bi-modal bi-lingual signers in shared
homesign families who engage equally with the speaking community in public and their micro
signing community at home. We discuss ways in which co-speech forms might be taken up
within a shared homesign system and reinterpreted to become part of a dedicated, structured
communicative system fully in the manual modality.

Keywords: homesign, emerging sign language, Guatemala, sign language, language emergence, language
acquisition
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Creating conformity: imagery, iconic strategies, and
coerced convention in a new (sign) language

John Haviland
University of California, San Diego (UCSD) - United States

Zinacantec Family Homesign (or "Z”) is a new sign language emerging spontaneously in a single
family in a remote Mayan Indian village in highland Chiapas, Mexico. Three deaf siblings, their
speaking age-mates, and their infant children, who have had contact with no other deaf people,
represent the first generations of Z signers. The semantics and pragmatics of the matrix spoken
language of the community, Tzotzil (Mayan), are well-studied (deLeon 2007, Groark 2009,
Haviland 1987, 1989, Laughlin 1975), as are parallel systems in related languages (Hanks 1984,
1990, Zavala 2000, Kockelman 2003ab, 2004). Tzotzil semantics, for example, revolve around
an elaborate structure of "root” types, some syntactically multivalent, and centrally including
the characteristic pan-Mayan category of "Positional” roots involving many perceptual aspects
of entities: size, shape, and visible appearance. The special interest of the current research is the
emerging linguistic structure in the nascent sign language. Because the it is in its first
generation, Z presents an unusual opportunity to observe the early stages of linguistic creation,
innovation, and change directly, providing direct evidence for grammaticalization in the
morphology and syntax, and for conceptual creativity in the choice of lexical and pragmatic
representations. Overviews of grammaticalization in sign languages (Pfau & Steinbach 2011,
Janzen 2012) mostly involve progression from lexical signs to grammatical formatives. Though
relatively recent, comparative studies of emerging rural sign languages (e.g., Zeshan 2003, 2004,
2006) have argued for possibly gestural origins for both lexical and grammatical formatives.
Speakers’ gestures are selectively borrowed and lexicalized into sign, and then, over time,
systematically regimented into signed grammatical roles. (For such grammaticalization paths in
established sign languages, see Wilcox & Wilcox 1995, Wilcox 2004, 2007, Janzen & Shaffer
2002.) Gestures used by speakers of spoken languages are plausible sources for at least some
lexemes in the sign languages used by members of the same communities (Perniss & Zeshan,
2008; de Vos, 2012; Le Guen, 2012, Haviland 2013c, 2014). Using data from both semi-formal
elicitation and spontaneous conversational exchanges in Z, this paper explores both
convergence and divergence among the members of even this tiny speech (sign) community in
the apparent conceptual bases of lexical and grammatical signs over the ongoing course of
development of the language, up to and including the only fluent 2nd generation signer (8-year-
old son of the oldest deaf adult). I consider the multiple conceptual imagery of the Z lexicon, its
links to and plausible origins in speakers’ gestures and culturally specific patterns of human
action ("gesturecraft” [Streeck 2009]), and its metalinguistic regimentation, suppression, and
modification in signed interaction.

Keywords: emerging sign, homesign, speakers gesture, conceptual creativity



From Cognition to Communication: The Effects of
Action and Gesture Across the Lifespan

Kelsey Lucca 1, Miriam Novack 2, Elizabeth Wakefield 2

'Duke University — United States >University of Chicago - Edward H. Levi Hall 5801 South Ellis Avenue
Chicago, Illinois 60637, United States

Theme panel summary statement: The actions and gestures we make with our hands influence
how we learn and how we communicate. Although similar in some ways, it is the distinctions
between actions and gestures that may be most important for cognitive processes. Actions may
be more visually rich than gestures, and viewers may predominately interpret them in relation
to object-directed goals. In contrast, gestures may be more abstract, and viewers may interpret
them as having the capacity to carry a wider range of intended meaning.

Although research has begun to disentangle the roles that action and gestures play in learning
and communication (e.g., Cook & Tanenhaus, 2009; Goldin-Meadow & Beilock, 2010; Kelly et al.,
2015), important questions remain as to when and how gestures versus actions facilitate or
hinder performance in varying contexts, and across the lifespan. This symposium begins to
address this gap by providing evidence for the differential effects of action and gesture on
learning and communication, across the lifespan and across contexts.

Papers I and Il compare the roles that actions and gestures play in learning new words. Paper I
explores how infant-produced gestures, actions, or looks towards objects differentially affect
subsequent mapping of spoken words onto those objects. Paper Il extends this work to older
children, and more complex word learning, by examining how children learn new verbs through
action or gesture experience.

Papers III and IV extend this work to the domain of communication, comprehension, and
memory. Paper Il examines how children differentially interpret hand shape information in
representational contexts (i.e., gesture) or action contexts (i.e., reaching). Paper IV compares the
role that adult’s actions and gestures play in the enactment effect.

Collectively, these papers integrate research conducted across the lifespan and varying contexts
to paint a developmental picture of the differential effects gesture and action have on learning
and communication. In sum, they demonstrate that the important distinction between action
and gesture begins very early in life, extends into adulthood, and is influential across various
contexts.

Additionally, the proposed symposium opens up new areas of research by raising important
questions regarding the specific roles of action and gesture during learning and communication.
For example, these studies highlight that the impact of actions and gestures on learning and
communication may be very different based on whether these behaviors are being produced or
perceived. Moreover, these studies also demonstrate that differences in gesture form (e.g. more
concrete, action-like vs. more representational) have important implications for how gestures
versus actions are utilized and understood.

Our discussant, Susan Wagner Cook, is an expert in this topic and will be able to synthesize how
these papers impact the field of gesture research.

Keywords: Gesture, Action, Cognition, Learning, Communication, Development
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The Origins of the Gesture-Action Distinction: The
Influence of Infants’ Actions vs. Gestures on Early
Word Learning

Kelsey Lucca, Makeba Wilbourn

Duke University - United States

A recent debate in the field of gesture research has been whether gestures, compared to direct
actions on objects, offer unique cognitive benefits. While research has begun to disentangle the
differential influences of gestures and actions on cognition, important questions remain about
the origins of these effects. Here, we test infants as they are just beginning to produce these
behaviors to determine when the gesture-action distinction emerges.

Studies 1 and 2 tested whether infants’ gestures (i.e., points), compared to attempted actions
(i.e., reaches) or no actions (i.e., looks), towards novel objects have differential effects on
infants’ ability to map labels onto those objects. Twelve and 18-month-olds (N=108) were
tested in an experiment designed to elicit preference-behaviors (i.e. points, reaches, or looks)
directed towards novel objects (Figure 1). After infants indicated their preference towards one
of the objects, an experimenter provided a nonsense label for that object (Study 1) or for an
object infants did not prefer (Study 2). Subsequently, infants’ learning of object-label relations
was tested in a preferential-looking task. This labeling-then-testing procedure was repeated this
three times with different object pairs. Across trials, infants changed their behavior (e.g.
pointing to reaching), allowing us to assess differential learning, within-subjects, as a function of
the type of behavior produced towards an object before it was labeled.

In Study 1, 18-month-olds, but not 12-month-olds, more readily mapped labels to objects during
trials in which they had first pointed towards those objects (proportion looks to target, PLT =
70%, Figure 2) compared to trials in which they first reached (PLT = 57%, p = .01) or only
looked towards the desired objects (PLT = 52%, p = .008) - demonstrating that communicative
gesturing, but not attempts to act on objects, reflects a readiness to learn. When the
experimenter labeled objects infants did not prefer (Study 2), pointing did not result in superior
learning (p’s > .05).

Why are infants best equipped to learn in response to their gestures, but not actions? Recent
research demonstrates that infants use gestures as a way to seek-out information. This explains
why infants only learned when information was provided about objects gestured towards
(Study 1), but not when information was provided about objects not gestured towards (Study
2).

Study 3, currently in progress, directly tests the information-seeking hypothesis of infants’ early
gestures. In a paradigm similar to Study 1, an experimenter elicits gestures from 24-month-olds,
and responds with language-specific information (e.g. labels), broader conceptual information
(e.g. functions), social information (e.g. emotions), or no information. If infants expect certain
types of information to be provided in response to their gestures, they should demonstrate
satisfaction when that information is provided, and be best equipped to learn that information.

Keywords: Gesture, Action, Cognition, Learning, Communication, Development, Language, Word Learning

o



Symposium Lucca et al.: From Cognition to Communication: The Effects of Action and
Gesture Across the Lifespan

Action for Learning, but Gesture for Generalization:
Effects of Different Movement Experience on Verb
Learning

Casey Hall 1, Elizabeth Wakefield 1, Karin James 2

! University of Chicago - Edward H. Levi Hall 5801 South Ellis Avenue Chicago, Illinois 60637, United
States “Indiana University Bloomington - United States

Action and gesture are forms of movement we produce and observe daily that differ in many
ways. Here, we define actions as movements performed on objects that create change in the
world, whereas gestures are performed in the air, and do not bring about change. Actions
complete a goal; gestures represent ideas. These forms of movement affect cognition:
encouraging children to either gesture or perform actions during instruction facilitates learning
(e.g., James, 2010; Wakefield & James, 2015). However, action and gesture are rarely studied
together, and there is reason to think they may differentially benefit children. We address this
possibility in the current studies, asking whether action and gesture differentially impact how 4
and 5 year-olds learn novel verbs. We know that verb learning is difficult for children (e.g.,
Gentner, 1982). Part of this difficulty stems from children’s tendency to associate a verb not
only with the action it represents, but with the particular object with which it is learned
(Kersten & Smith, 2002). In two studies, we investigated how gesture and action differentially
impact how well children learn, generalize, and retain new verbs. In both studies, children were
asked to perform or observe actions on objects versus gestures in relation to objects while
learning novel verbs (Figure 1). Specifically, children in the action condition produced or
observed simple movements (e.g., twisting a knob), which were performed on novel objects.
Children in the gesture condition produced or observed these same movements, performed
near, but not on, the novel objects. Both groups labeled the movement each time it occurred to
help them associate the movement with the verb (e.g., saying "ratching” while twisting a knob).
Results from Study 1 (N=48), showed that children learned verbs significantly better through
action experience ($=0.96, z=2.04, p< .05), but were still able to learn through gesture
experience. Furthermore, self-produced movements facilitated learning significantly better than
observing movements in both the action and gesture conditions. This similar pattern for
learning through production versus observation may suggest that gesture and action foster
learning through similar cognitive processes, even though learning may occur more quickly
through action. However, results from Study 2 (N=44) revealed additional differences between
learning through action versus gesture: children who learned through gesture generalized verbs
to new contexts significantly better than children who learned through action ($=1.80, z=2.74,
p< .01), and this pattern held when knowledge was assessed after a 24-hour delay (=2.51,
z=2.74, p< .01). Unlike action, gesture can highlight important components of an action without
being tied to a specific object, and thus, it may be particularly beneficial for generalization.
Together, our findings indicate that gesture and action may aid learners through overlapping
but distinct mechanisms.

Keywords: Action, gesture, learning, generalization
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2.5-year-olds Interpret Handshape Differently in
Action and Gesture

Miriam Novack, Courtney Filippi, Amanda Woodward
University of Chicago - Edward H. Levi Hall 5801 South Ellis Avenue Chicago, Illinois 60637, United States

Interpreting iconic gestures is challenging for children under the age of 3 (e.g., Tolar et al,,
2008). This difficulty likely has to do with the fact that gestures are representational forms, and
young children struggle with representational thought (e.g., DeLoache, 1995). In contrast, young
children are adept at interpreting other kinds of action, such as reaches (e.g., Ambrosini, et al.,
2013). In the current study we ask whether embedding handshape information in an
instrumental action (i.e., reaching) improves 2.5-year-olds’ comprehension of handshape
information. In Study 1a, 36 2.5-year-olds played a helping game in which two toys of the same
type (e.g., two cars) but of different sizes (e.g., one big car and one small car) were placed on the
ground in front of an experimenter. The experimenter produced either a large handshape or a
small handshape as part of either a reach (Reach Condition, n=18) or gesture (Gesture
Condition, n=18) to indicate one of two toys (See Figure 1). Children were then encouraged to
give the experimenter the toy that she was asking for. Children in the Reach Condition selected
the correct toy significantly more than children in the Gesture Condition ($=0.83441, z=2.680,
p<.007), and also significantly above chance t(17) =3.21, p<.005), while children in the Gesture
Condition performed at chance t(17) = -0.383, p=0.70 (See Figure 2). In study 1b we explored
whether children’s difficulty in the gesture condition might be due to the physical distance
between a gesture and its referent. An additional 18 2.5-year-olds saw an experimenter hold out
either a large or small box in gesture space to request one of the two toys. Children in the Box
Condition performed significantly better than children in the Gesture Condition =0.623,
z=2.036, p< .04, suggesting that difficulty in interpreting gestures cannot be due to the physical
distance between a gesture and its referent. Rather, interpreting gestures is hard because of
their status as representational symbols. These results suggest that children may use different
processing capacities to interpret another’s movements depending on how they categorize that
movement. When children see hands as part of a reach, they may gloss the event as an "action”
and use their motor processing skills to interpret that action (e.g. Ambrosini, et al., 2013). In
contrast, when children view a movement as a gesture, they may attempt to engage some
representation processing skills, which are still underdeveloped at age 2.5. Ongoing work is
exploring whether children use top-down or bottom- up process to make an initial
categorization of a movement.

Keywords: Action, Gesture, Representations, Reaching
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Do Gestures and Actions Affect Memory Differently
When Produced for Oneself Versus Others?

Rachel Neal, Spencer Kelly
Colgate University - 13 Oak Dr., Hamilton, NY, 13346, United States
Background

The present study investigates the extent to which actions and gestures are integrated with
speech during language production and memory. We explore this question by investigating the
"enactment effect” (Cohen, 1989), which demonstrates that memory for verbal phrases is
enhanced when encoded with actions (Engelkamp, 1995) and gestures (Feyereisen, 2009). If
gestures are indeed integrated with speech more than actions, we predict that: 1) gestures will
produce better memory for speech than actions (Kelly, Healey, Ozyiirek, & Holler, 2014), and 2)
this memory should be enhanced more when communicating with others than just oneself
(Alibali & Heath, 2001).

Method

The present study utilizes a mixed design of enactment type and partner presence. Participants
are instructed to verbally repeat a list of phrases (Verbal Only), verbally repeat while producing
gestures (Verbal+Gesture), and verbally repeat while acting on physical objects
(Verbal+Action). In addition, participants are assigned to two different audience conditions:
Half are told that only they need to remember the phrases (Self Directed), and the other half are
told that they plus a partner (via video recording) need to remember the phrases (Self & Other
Directed). Memory performance is tested immediately and one week later.

Results

Preliminary analyses on 18 participants in the Self Directed condition revealed that the
Verbal+Gesture condition produced better immediate memory scores (47%) than the Verbal
Only condition (20%), t(17) = 4.26, p < .001 In analyzing the remaining data, we expect the
enactment effect to be equal in strength for the Verbal+Gesture and Verbal+Action conditions
on the immediate memory test, but at delayed recall, we expect the Verbal+Gesture condition to
produce significantly higher memory scores than the Verbal+Action condition. In addition, we
expect that the presence of a partner in the Self & Other Directed condition will increase
performance for participants in the Verbal+Gesture condition in both memory tests, without
yielding a significant effect on participants in the Verbal+Action or Verbal Only conditions.

Discussion

Preliminary results support the previous literature showing that gestures facilitate memory for
speech. If gestures facilitate memory to a greater extent than actions, it would indicate that
gesture enhances memory processes as a result of the unique integration process of gesture and
speech. Moreover, if the present enactment effect with Self Directed gestures is further
strengthened when using Self & Other Directed gestures, it would highlight gesture’s inherently
communicative nature, further supporting claims that gestures are especially designed for
speech. In contrast, if gesture and action are equally effective in producing the enactment effect
for oneself and others, it would suggest that gestures may not play such a privileged role in
language production and memory.

Keywords: Co speech gesture, enactment, memory, action, audience design
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A multidimensional and cross-cultural study of
musical gesture
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This symposium is based on the outcome of a research project dedicated to the study of musical
gesture (GeAcMus ” Gesture-Acoustic-Music ”, Sorbonne Universit'es). Grounded on a
multidimensional approach bringing together ethnomusicologists, historical musicologists,
acousticians, biomechanists, performers and music pedagogues, this project offers a unique
comparative perspective on the topic of musical gesture.

Musical gesture is more than merely a mean to produce sound: it is the result of both
instrumental constraints (mechanical, acoustical, ergonomic) and artistic choices, while
simultaneously reflecting sociocultural values. The identifying marker of a sociocultural group
or of a school of practice, musical gesture might also bear the unique signature of a single
performer.

The aim of the project is threefold:

1° To study the playing technique of an instrument according to its functional, aesthetic and
socio-cultural dimensions. Our approach includes: a) the analysis of the morphology and
manufacturing of the instrument and its acoustics, b) the quantitative and qualitative
analysis of musical gesture, c) a comprehensive knowledge of the musical language and its
related learning processes, d) and the cultural representations associated with instrumental
practices.

20 To develop new experimental methods to collect and analyze musical gesture data. Our
approach focus on the study of instrumental gesture in various contexts of production
ranging from laboratory conditions to field research in Central Africa and Central Asia, to live
performances in French conservatories. Our data collection includes interviews with
performers and instrument makers, audio recordings, 2D and 3D motion captures, and eye-
tracking measurements.

3o To compare four types of instruments (drum, percussion keyboard, lute, harp) from different
geo-cultural areas (Europe, Central Asia, Central and West Africa). The aim is to understand
the different principles underlying the interactions between the musicians and their
instruments. For each instrument, our research involves comparisons within each geo-
cultural area, and between areas.

Our presentation includes a brief overview of the research project, the methodology on 3D
motion capture, followed by three complementary case studies:

1/ 3D motion analysis of the performance of expert musicians - Frédéric Marin, Khalil Ben
Mansour, Melissa Moulart, Farrokh Vahabzadeh, Marie-France Mifune, Fabrice Marandola

2/ Being a Drummer: What Stroke- and Gaze-Patterns Reveal in the Comparison of Performance
Techniques of African and Western percussionists - Fabrice Marandola

3/ The dot"ar in Iran and Central Asia: The Embodiment of a Musical Signature - Farrokh
Vahabzadeh

4/ Defining Cultural Boundaries through Harp Performance: Comparison of Musical Practices
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Related to bwiti Cult in Three Gabonese Populations - Marie-France Mifune In conclusion,
this research project elaborates a methodological approach to the study of musical gesture.
This comparative and interdisciplinary study allows us to better demonstrate the
relationships between the musical gesture, the instrument and the music according to its
cultural meaning.

Keywords: musical gesture, instrumental gesture, motion capture, ethnomusicology, crosscultural
studies, biomechanics, music, interdisciplinary studies
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3D motion analysis of the performance of expert
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Frederic Marin 1, Khalil Ben Mansour, Melissa Moulart, Farrokh
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3D motion capture readily allows to quantify and analyze human posture and movement.
Motion analysis embraces various application domains such as sports, health, human
engineering, videogames, and also music playing. In the framework of an interdisciplinary
project between bio-mechanics and ethnomusicologists, a gabonese harp, a long-necked lute
dot™ar, and a xylophone have been studied. We aimed at gathering quantitative data on the
musicians motions when playing an instrument. Such data could allow for the qualification of
the performance in particular in terms of precision and reproducibility.Primarily, the research
teams had to define common semantics. Concerning the protocol, motion-tracking markers have
been placed upon expert musicians, allowing 3D tracking of the trajectories of both full body
segments and hand and finger motions separately, as well as contact force on the ground. To do
so, we used the motion capture platform from the Universit'e de Technologie de Compi‘egne
providing optoelectronic technology including a set of 36 cameras and 2 force plates. Spatial
temporal data were processed to quantify and qualify segmental posture and coordination. Each
instrument and practice has its specificities requiring the adaptation of pertinent localization of
the markers on the body segments, also landmarks had to be updated. Consequently, for the
Gabonese harp, the motion capture protocol was focused on right-left hand coordination. For
the lute dot"ar it was the manner to touch the cords and the upper limb displacement to
produce sound that have been analyzed. Finally, for the xylophone, it was the upper body
movement, the localization of the stick hit and the center of mass of the musician that have been
explored.

For each instrument, these specific parameters have been analyzed for basic instrumental
playing and for several reference melodies at normal and slow pace, simulating a beginner level.
Finally, the musician was asked to mimic the play the reference melody without the instrument.
For all instruments, results demonstrated a high skillfulness of the spatiotemporal motion
coordination which could be shown by accurate and reproducible hand placement or segment
displacements. Consequently expert musicians can be compared to elite sportsmen. We propose
that the neuro-musculoskeletal system may have adapted, through extensive practice, to
producing an optimized performance. The present study has been performed in a laboratory-
controlled environment. We plan to investigate the same parameters in an ecologic
environment in order to take into account changes due to specific context such as ritual or
concert. This interdisciplinary investigation was very rich due to close cooperation between
musicians, researchers in ethnology and biomechanics, and the results will be used for
understanding how playing music could be quantitatively described.

Keywords: Motion capture, expert musicians
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This research presents part of the results of a larger project dedicated to the study of
instrumental gesture (Gesture-Acoustic-Music, Sorbonne Universit'es). Based on a comparative
study of xylophonists and drummers from Mali (Malinke) and Cameroon (Bedzan, Tikar, Eton)
on one side, and from Canada and France on the other side, my paper examines how the
fundamentals of percussion performance are shaped by the morphology of the instrument, by
the musical language, and by the cultural and social aesthetics associated with the instruments.
The methodology involves several sets of data, collected in laboratory conditions (Universit'e de
Technologie de Compi‘egne, France, and Centre for Interdisciplinary Research for Music Media
and Technology, Canada), and in the field, in Cameroon. 3D motion capture data was collected in
laboratory conditions, while field recordings included a set of three Go-Pro Hero4-Black
cameras placed in sagittal, frontal and transversal plans to collect complementary 2D data (with
high-resolution capabilities in slow motion, i.e. recording at 240 frames per second). In both
conditions, stereo or multi-tracks audio recordings were performed, and an eye-tracking device
(ASL MEGX-60) was used to collect simultaneously gaze-data.

Despite the difference between the cultures selected for this research, the instruments share
similar features: all the drums are performed standing up, and played with two beaters, while
all the xylophones present a keyboard that is progressively tuned from low to high (this is not
the case in several African areas). Moreover, the recordings involved a series of common
musical tasks crossing cultural boundaries, completed by culturally specific musical works.
Common tasks included single strokes, double-strokes, alternated strokes, and for xylophones
double-stops in both parallel and contrary movements.

Analysis of 2D and 3D motion data helped to identify similarities and dissimilarities of stroke
patterns for drums and xylophones, within each geo-cultural area and across areas. The
combination of motion and gaze data revealed the existence of a strong correlation between
specific stroke- patterns and eye-patterns, which is relatively independent from the influence of
the learning context (oral tradition versus score-based learning). Combining the quantitative
analysis with a qualitative approach to the socio-cultural context, we define what being a
drummer means in each of the observed areas, and what strategies performers adopt to
distinguish themselves from their peers within the boundaries of their own cultural groups.

Keywords: musical gesture, instrumental gesture, motion capture, ethnomusicology, crosscultural
studies, motion capture, eye, tracking, music, interdisciplinary studies
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A large part of the instrumental music results from a series of physical gestures performed by a
person,the musician,on an object,the musical instrument. However, in the field of ethno-
musicology, these gestures have rarely been the subject of study, until recently. Such a scholarly
lacuna may be the result of the privileging of musical sound over physical gesture. This article
examines, through a study of the playing techniques of the dot™ar (also called dut™ar or dut’or), a
long-necked two-stringed lute from Iran and Central Asia, how musical gestures can serve as a
bridge between the music and anthropological dimention of music.The paper approaches the
question of musical gesture in a particular angle of the comparative study of the instrumental
playing gestures and techniques, combined with the question of the body. We start with a
comparative study of dot™ar playing techniques, by trying to define the complete inventory of
gestures and techniques used to play the instrument in each tradition. Our approach focus on
the study of instrumental gesture in various contexts of production ranging from laboratory
conditions (Universit'e de Montr'eal, Canada, and Universit'e de Technologie de Compi'egne,
France) to field research in Iran and Central Asia. Our data collection includes interviews with
performers, video recordings, 2D gesture analysis and 3D motion captures and analysis. Our
approach uses an adaptation of the methods mainly used in linguistics, specially the
paradigmatic analysis, applied to the domain of musical gestures study.

The results of our analysis show that alongside the series of common playing techniques, we can
find some techniques that are associated with a specific tradition and which can not be found in
the other neighbouring traditions. So in a broad continuum which includes various musical
traditions, or even wider, different cultural areas in contact, some techniques are the
"distinctive features” which allows to distinguish between different traditions. However each
musician develops his technique to create his own ”signature”, which can also be seen as a
marker to ditinguish between different musicians belonging to a same tradition.

In concusion, the analysis of musical gestures can reveal not only the facts concerning
interaction between man and the musical instrument but also, at the anthropological level, on
how the musical traditions in contact, differentiate one from another by adopting a particular
gesture in playing techniques or even a whole separate body posture.The identifying marker of
a sociocultural group or of a school of practice, musical gesture might also bear the unique
signature of a single performer.

Keywords: musical gesture, instrumental gesture, motion capture, ethnomusicology, cross, cultural
"Speaker studies, embodiment, music, interdisciplinary studies, gesture analysis, gesture cat’egorisation,
Central Asia, Iran, dot™ar



Symposium Marandola et al.: A multidimensional and cross-cultural study of musical
gesture

Defining cultural boundaries through harp
performance: Comparison of musical practices
related to the bwiti cult in three Gabonese
populations

Marie-France Mifune 1, Frédéric Marin 2, Khalil Ben Mansour 2, Mélissa
Moulart 2

! Eco-anthropologie et Ethnobiologie, MNHN, Sorbonne Universit'es (UMR 7206) - Mus’eum National
d’'Histoire Naturelle (MNHN) - Site Mus’ee de 'Homme, 17 place du Trocadéro 75016, Paris, France 2
Biomécanique et Bioingénierie, UTC, Sorbonne Universités (UMR 7338) - Université Technologique de
Compiégne - Université Technologique de Compiégne, Rue du docteur Schweitzer CS 60319, 60203
COMPIEGNE Cedex, France

Based on a comparative study of several musicians playing the harp in Gabon, this paper aims to
show that musical gesture is more than a mere gesture producing sound. Musical gesture is
shaped both by instrumental constraints (mechanical, acoustical, ergonomic), and by the
musical language and sociocultural values associated to the harp. The eight-string harp is a
fundamental component of the bwiti cult. It is the messenger between the human and spiritual
worlds.

Several populations in Gabon practice the bwiti cult. It has been transformed during its
circulation among Tsogho, Myene and Fang populations. We also observe variations of the ritual
among communities within each group of populations.

Due to its key role in the bwiti cult, the harp is shared among the different bwiti communities
and populations. Borrowing and using the same instrument in the same ritual context could
lead musicians to borrow the musical language and meaning associated. This is not obviously
the case here. Indeed, we previously observed variations of the shape and decoration of the
harp, but also of its repertoire and associated meanings. What about the musical gesture?

We studied and compared the musical gesture of several harpists from different communities to
interrogate how the circulation of the same instrument allows bwiti communities to build a
shared identity, albeit distinct.

By studying the instrumental gesture of several musicians, can we identify an instrument,
gesture and acoustic signature of the harp of the bwiti cult? Can we also identify markers of
different "schools of practice” and/or signature of singular performers?

For each musician, we collected and analyzed 2D and/or 3D motion data to identify similarities
and dissimilarities of the musician’s posture and the kinematic of his hands and fingers in
different context (learning process, rehearsal, ritual). We then correlate the quantitative and
qualitative analysis of musical gesture with the analysis of musical language and its related
learning processes. We also studied the playing technique of the harp according to its functional
and socio-cultural dimensions.

Based on this multidimensional analysis of the instrumental gesture, we aim to demonstrate the
close relationships between the 3 fundamental elements underlying the performance of the
harp: the instrument, the musical gesture, and the music. It is through the interrelation of the
instrument, the musical gesture, the music and associated meaning that each musician builds
his own identity.

Keywords: musical gesture, harp, performance, ritual, bwiti, Gabon, motion capture, identity construction,
multimodality, interdisciplinarity



A professional touch: Touching objects and
persons as work in interaction

Lorenza Mondada
University of Basel - Switzerland

The sense of touch has recently generated an increasing interest in interactional studies (see
pioneering work by M.H. Goodwin, Cekaite and Nishizaka). It can be considered as a necessary
expansion of the research on multimodality, conceived as implicating the entire body and all
senses. Moreover, the first interactional studies to deal with touch have primarily focused on
touching persons; recent research on objects (see Nevile et al, eds, 2014) has also put in the
forefront the importance of touching objects.

This panel aims at exploring further developments of this field, with a specific focus: touch in
professional interactions. Professional settings are interesting in this respect because they
involve a professional (vs. interpersonal) relation between the co-participants, as well as rights
and obligations to touch that are shaped by the professional activity, and indeed reflexively
accomplished as professional. This concerns persons (e.g. medical practitioners’ touch of the
body - see Heath 1986 on medical consultations; Nishizaka & Sunaga 2015 on massage) as well
as objects (e.g. art dealers’ touch of a piece of art). In both cases, professional touch exhibits not
only exclusive rights to touch, but also ways of touching that display know how and expertise.

The papers of this panel contribute to a better understanding of this professional touch in very
different contexts. The first paper concerns touching a part of the client’s body: Touching the
customers’ hairs in an hairdressing salon is part of the professional service and is operated in
ways that cannot be mistaken with a personal touch (Paper 1/De Stefani & Horlacher). The two
other papers concern touching objects as part of the ongoing work: Touching objects as part of
work of designing them, of feeling and imagining actual and possible features within discussions
among designers (Paper 2/Nevile, Landgrebe, Wagner); Touching food as part of the work of
selling it, in cheese shop encounters in which the cheese-seller exhibits his expertise not only in
words but also in embodied ways, delicately exhibiting the properties of the product through
the way it is palpated (Paper 3/Keel, Mondada, Monteiro, Svensson, van Schepen).

These papers contribute to the investigation of professional touch, by working on understudied
institutional settings (design, hairdressing, gastronomy) and by covering a variety of languages
(French, Danish, English, Italian, German, Dutch, Portuguese). The fact that professional touch is
exhibited as such and in its specificity makes it an exemplary practice to be explored within
multimodality and gesture studies.

Composition of the panel

De Stefani & Horlacher, Embodied correction: Gestural and tactile practices in hair salon
interaction

Nevile, Landgrebe, Wagner, Handling fabric for demonstrations in professional dress design

Keel, Mondada, Monteiro, Svensson, van Schepen, Palpating cheese: Professional vs. lay touch in
cheese shop encounters Greco, Discussant

Keywords: conversation analysis, touching, multimodality, video, professional interactions, institutional
interactions
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Embodied correction: Gestural and tactile practices
in hair salon interaction
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Hairdressing has been described as one of few service encounters during which the service
provider is allowed to touch the client (Jacobs-Huey 2006) in such a way that prevents
participants to treat haptic contacts as a manifestation of intimacy (M. H. Goodwin 2015). It is
generally seen as an expert practice that hairdressers recurrently accomplish as they take care
of a client’s hair. In this contribution, we measure such general observations against a detailed,
sequential analysis of tactile practices that both hairdressers and clients carry out. We zoom in
on gestural and tactile resources that participants employ in corrective environments, i.e. when
participants orient to revision of the haircut (Oshima 2007, 2009). While revisions can occur at
any moment of the encounter, their initiation is sensitive to sequential and interactional
contingencies. Hairdressers may orient to possible revision in the course of their work, e.g. by
asking c’est juste l'a? ‘is it right there? while parting the client’s hair. The sequential
organisation of a hair-care encounter provides a specific slot for clients to request revision of
the hairdo, namely at the end of the encounter, when hairdressers invite the client’s assessment
of the cut (c,a va comme c,a? ‘is it ok like that'?). In both cases, it is the hairdresser’s question
that gives rise to a request for revision, which is therefore invited by the professional. However,
clients can also initiate a revision without having been invited to do so. This is typically
observable in moments in which hairdressers briefly disengage from the encounter. While on
some occasions clients may formulate revisions merely through talk, in many cases they use
their hands to point, displace problematic strands of hair, etc. While both participants treat the
former practice as legitimate, the latter is recognisably dispreferred: Indeed, clients
systematically provide accounts for their manual intervention, whereas hairdressers
immediately co-participate in rearranging the hair, while at the same time accounting for the
particular circumstances. Requests for revision hence appear as an exemplary phenomenon in
which both participants work towards adjusting the hairdresser’s professional vision (C.
Goodwin 1994) to the client’s vision of her/himself. Our analyses thus allow us to shed light on
how participants mobilise and cope with diverse territories of knowledge (Heritage 2012) and
competence. Furthermore, our findings feed into recent work on haptic practices in directive
sequences of interaction (Cekaite 2015). We use conversation analysis and multimodal
interaction analysis as methods of investigation and analyse video recordings collected in hair
salons located in the French speaking part of Switzerland (18 sessions involving 18 clients and 6
hairdressers, 16 hours in total).

Keywords: interaction, conversation analysis, multimodality, touching, correction, hairdressing
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Handling fabric for demonstrations in
professional dress design

Maurice Nevile, Jeanette Landgrebe, Johannes Wagner
University of Southern Denmark - Denmark

We explore the ways in which a professional dress designer touches and handles fabric during
final fitting sessions to prepare a competitive dance dress. The main participants are the
designer, the dancer, and a dance instructor. During these sessions the participants decide on
features and ornamentations of the dress to ensure it fits the dancer’s individual body and will
meet the particular demands of future dance performance. An important part of the sessions is
to make and act on suggestions for possible changes to the dress, and identify potential
problems. The designer, especially, touches the dress to the dancer’s body to demonstrate how
the dress might appear and function while worn. We note a wide range of forms of touching,
including holding/releasing, stretching, smoothing/sliding, folding, turning, rolling, pulling,
lifting, and sometimes cutting/unpicking [unstitching]. We consider how these different
touching forms realise the conduct of demonstrations, for example their initiation, progress,
support (evidence for claims), and how they are received and understood by relevant others.
Our corpus includes 20 hours of video recorded interactions and design activities, and
ethnographic field notes, collected in cooperation with a Danish fashion design firm (data in
Danish/English). Recordings were made with a single hand-held camera. In analytic approach to
gesture we are particularly informed by the concerns of ethnomethodology and conversation
analysis for the locally achieved organization of social interaction and activity, especially for the
coordination of talk, embodiment and materiality.

Keywords: conversation analysis, creativity, design, embodiment, ethnomethodology, interaction, touch
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Palpating cheese: Professional vs. lay touch in
cheese shop encounters
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Schepen, Burak Tekin

University of Basel - Switzerland

This paper is interested in the social organization of touching products as exhibiting expertise in
professional and service encounters - with a particular focus on practices for palpating cheese
as part of the professional work of the cheese seller. Recently, an interest for the sense of touch
has been emerging within interactional studies: some pioneering research has dealt with
touching the other in ordinary interactions (Goodwin 2013, Cekaite 2010, 2015) as well as in
professional encounters (Heath 1986, Nishizaka, 2007, Nishizaka & Sunaga 2015).
Complementary analyses of touch rather concern objects: touching objects (in the sense of
feeling them, palpating them vs. just manipulating them) constitutes a set of practices that
characterize several settings and in particular gastronomy - as explored in this paper. Touching
food is a recurrent practice in cooking (Mondada, 2014) but also buying products (De Stefani,
2010); in institutional settings, it can be achieved in such a way that exhibits know-how,
expertise and knowledge. The paper addresses this professional touch by focusing on a large
video data set of service encounters in cheese shops recorded in Europe. Within the ongoing
transaction, the seller often engages in touching a piece of cheese, in such a way to display and
evaluate the features of the product (ripeness, softness, maturing [fr. affinage]). This touch is
done in a delicately exhibited way, both manifesting the expertise of the seller and
demonstrating the quality of the cheese. Although the customer does generally not touch the
product, touching is organized as an intersubjective practice, involving not only private feelings
but publicly visible gestures. Moreover, in the data set, some cheese sellers invite the customer
to touch too, sharing the feeling and not only the result of the examination - in instances of
socialization of touch. The analysis explores both how professional touch is publicly exhibited,
skillfully placed within the description of the product, and how invitations (vs. prohibition) to
touch and share feelings and knowledge are achieved with the customer.

Keywords: conversation analysis, multimodality, touching, tasting, food, shop encounter
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Gesture production in virtual pedagogical agents

Mitchell Nathan
University of Wisconsin-Madison [Madison] - Madison, WI 53706, United States

Learning and teaching are social and embodied. Gesture, therefore, plays a valuable role in the
design of effective learning environments. This thematic panel brings together scholars from a
variety of institutions and scholarly perspectives to present research on the nature of gesture as
it is implemented in avatars and virtual pedagogical agents for mathematics and language
learning. People regularly and spontaneously engage their hands and arm movements along
with speech as part of their communication. These gestures are ubiquitous during natural
conversation (Kendon, 2004; McNeill, 1992). In addition, a meta-analysis of 63 studies
(Hostetter, 2011) concluded that speakers’ gestures benefit listeners’ comprehension, especially
children. Gestures are also prevalent during classroom instruction (Alibali et al, 2014; Richland
et al,, 2007). Furthermore, teachers regulate their use of gestures to suit the needs of their
students (Alibali & Nathan, 2007; Alibali et al., 2013). Instruction that incorporates effective
gesture practices can foster greater learning than lessons without it (e.g., Church, Ayman-Nolley
& Mahootian, 2004; Alibali et al, 2013). So it is natural that designers of digital learning
environments investigate virtual pedagogical agents that incorporate use of effective
instructional gestures.

Each of the panelists is developing rich theoretical, methodological, and practical aspects of
gesture research for advancing our understanding of the design of effective learning
environments. In addition to presentations on the power of gesture to enhance learning,
comprehension, and transfer, this session will explore two crosscutting topics important to the
advancement of virtual pedagogical agents:

Topic 1. Gestures make ready use of resources in one’s environment (e.g., one’s body, objects
and inscriptions, locations in shared space) to enhance comprehensibility and learnability. What
makes gesture special for learning?

Topic 2. Instructional gestures for pedagogical agents can be encoded as general pedagogical
principles (Paper 1); specific, verbally scripted actions (Papers 2 and 3); and image-based
reenactments (Paper 4). How does the level of description used to encode pedagogical gestures
influence student learning?

The first presenters (Alibali, Nathan, Popescu & Yeo) will describe empirically based principles
of effective instructional gestures that drive the design of a virtual pedagogical agent for making
connections among mathematical ideas and fostering common ground. The second (Pruner,
Popescu, & Cook) presents findings showing enhanced learning, transfer, and generalization of
arithmetic learning from the gestures produced by a virtual agent that integrates charismatic

and cognitive considerations. The third (Bergmann, Aksu & Rosenthal-von der P 'utten) shows
enhanced language learning from a virtual pedagogical agent that uses iconic gestures. The
fourth (Flood, Neff & Abrahamson) investigates animated-GIF banks to capture pedagogical
gestures and communicate gestures to teachers. The assembled scholars each offer important
insights into the power and challenges of integrating pedagogical gesture into the design of the
next generation of digital learning environments.

Keywords: Pedagogical agents, teaching, linking gestures, instructional gesture, learning environments,
online learning
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Effective Instructional Gestures: Design Principles
for Virtual Pedagogical Agents

Martha Alibali 1, Mitchell Nathan 1, Voicu Popescu 2, Amelia Yeo !
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Gesture benefits comprehension (Hostetter, 2013) and classroom learning (Alibali et al., 2013).
As scholars and developers collaborate to design and implement virtual pedagogical agents for
embodied, multimodal instruction, there is a need to identify principles for effective
instructional gestures (Cassell, 2000). The literature covering naturalistic observational studies
of teachers, laboratory research, and classroom teaching experiments supports several
principles for effective gesture use. We focus here on three principles that guide the design of
our virtual agent for mathematics instruction (Figure 1): Teaching is multimodal, with gestures
playing a central role; pointing and highlighting index ideas to the world; and coordinated
sequences of gestures are used to form links, which connect ideas and forge common ground
with students. Together these principles provide guidelines for effective gesture in pedagogical
avatars. First, teachers regularly use gesture as part of their multimodal communication to
students (see Figure 2) (Edwards, 2009; Flevares and Perry, 2001; Roth, 2001). For example,
when teachers communicate connections between mathematical ideas, they almost always
express them multimodally, usually including gestures (Alibali et al, 2014). Furthermore,
teachers increase their use of gestures when communicating new as compared to review
material (Alibali et al.,, 2014), and when responding to students’ expression of confusion or
trouble spots (Alibali et al., 2013; Nathan & Alibali, 2011).

Second, teachers index ideas and representations to the world via pointing and other
highlighting acts (Figure 3). These indexical forms relate ideas to objects and places in the
learning environment (Alibali, et al.,, 2013; Richland, 2008). Indexical gestures are often ground
abstract or unfamiliar ideas and inscriptions in the physical environment, in order to scaffold
students’ sense-making processes (Nathan, 2008; Walkington, et al.,, 2013). Consistent with
scaffolding, the frequency of indexical gestures decreases (fading) as the ideas and inscriptions
become more familiar to students (Alibali & Nathan, 2007).

Finally, teachers regularly coordinate multiple gesture-speech acts to establish links among
mathematical ideas and representations (Figure 4). Links that specify relationships among ideas
play a central role in mathematics lessons, because the meanings of mathematical entities often
depend on relational semantics (Kaput, 1989). In a corpus analysis (Alibali et al., 2014), middle
school mathematics teachers produced an average of more than 10 links per hour of instruction.
Gestures served a linking function most often when mathematical ideas were first mentioned,
even if they were part of a review, and when students encountered new, abstract information,
such as a new formalism.

In this paper, we demonstrate how we have implemented these principles in the gestures of a
computer-based avatar teacher, and we describe a program of research aimed at investigating
the role of such gestures in student learning.

Keywords: learning, education, instruction, avatars
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The effect of temporal coordination on learning from
speech and gesture
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Todd Pruner *, Voicu Popescu “, Susan Wagner Cook
! University of lowa [lowa] (UI) - Iowa City, IA 52242, United States > Purdue University - United States

Hand gesture can improve learning in children (Goldin-Meadow and Wagner, 2005). The
beneficial effects of gesture can be seen in a number of domains, including language

development (Ozcaliskan & Dmitrova, 2013), number conservation (Ping & Goldin-Meadow,
2013), and mathematical equivalence (Cook, Duffy, & Fenn, 2013). In spite of gesture’s
beneficial effects, it is not clear exactly what it is about gesture that benefits learners. Gestures
have a number of characteristics that might be especially useful for learners. Gestures represent
information visually, using the body, and many researchers have hypothesized that gesture’s
benefit is due to its unique representational affordances. However, gestures are also temporally
coordinated with speech and so some of their benefit might be due to their precise timing. We
manipulated the temporal coordination of information across speech and gesture to assess
whether learners are sensitive to the synchrony of information across modalities We used an
animated teaching agent (ATA) in order control for potential confounding factors including eye
gaze, body position, and intonation, which typically covary with gesture. More importantly, by
using an ATA, we were able to manipulate gesture timing while maintaining coordination of the
lip movements and the spoken explanation.

Children participated in one of three gesture conditions. In the Original condition, we used
stimuli based on Cook, Friedman, Duggan, and Cui (in press), which were previously
demonstrated to benefit learning when compared with a non-gesturing ATA. The gestures in
Cook et al. were timed to look natural according to the researchers’ intuitions. In the Early or
Late conditions, the timing of the gestures from the Original Condition was manipulated, with
the gestures shifted 500 ms in either direction. After viewing the instruction, children
completed three tests of understanding. Children wore a head mounted eye-tracker throughout
the experiment.

For those children who were not successful on a pretest, children in the Early and Original
conditions outperformed those in the Late condition, z = -1.73, p = .08 (see Figure 1). Children in
the Early condition performed better than those in the Original condition, but this difference
was not reliable.

These findings suggest that learners benefit most from gestures that are most like those
spontaneously produced, where gestures anticipate, or coordinate with the accompanying
speech. These findings also have clear implications for the design of instructional materials. The
principle that visual information should not lag behind auditory information may apply more
generally to multimodal instruction. Indeed, in studies of audiovisual integration, greater
integration is seen when visual information precedes auditory information than the reverse
(Sekuler, Sekuler, & Lau, 1997).

Keywords: Audiovisual integration, multimodality, math learning
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Vocabulary Learning with a Virtual Agent - The Role
of Non-verbal Aids and Individual Differences
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For the domain of foreign language vocabulary learning, increasing evidence suggests that
iconic gesture performance together with a novel word, enhances learning and makes those
words more resistant against forgetting (cf. Hald et al. 2015). At the same time the multimedia
principle (Mayer 2009), stating that learning with textual content and pictures is more effective
than learning with textual materials alone, has received robust empirical evidence also in the
domain of vocabulary learning (cf. Butcher 2014). Along these lines, learning environments
incorporating embodied agents provide a flexible way to support vocabulary learning with non-
verbal means - be it by gestures or by pictures. A first study testing gesture-based vocabulary
training with a virtual trainer actually showed similar beneficial effects on learning outcome as
a real human trainer (Bergmann & Macedonia, 2013). Empirical evidence, however, to decide in
favour of one or the other non-verbal aid, is rare and not fully conclusive (Tellier 2008; Rowe et
al. 2013; Mayer et al. 2015). This might be due to different training or test procedures employed
in the studies, but might also be caused by individual differences among learners. In fact, there
is evidence demonstrating that learners’ verbal skills and gender can modulate word learning
performance (Rowe et al. 2013; de Nooijer et al. 2014). In the present study, we tested in how
far individual language learning styles, suggested to be among the main factors that help
determine [..] how well [...] students learn a second or foreign language” (Oxford 2003, p. 1),
have an impact on the effectiveness of different non-verbal learning aids.

We conducted German-Finnish vocabulary training with a virtual human, combining a within-
subject manipulation of training type (words+gesture, words+picture, words-only) with an
assessment of participants’ language learning style (Style Analysis Survey, Oxford 1990). The
virtual human was present in all conditions. In the words+gesture condition, participants
imitated the agent’s iconic gestures. In the words+picture condition, participants additionally
saw a picture depicting the words’ meaning. Both gestures and pictures had been evaluated in a
pre-test to be semantically congruent with the words to be learned. 30 participants learned 15
word pairs per condition in three sessions over three consecutive days. Learning performance
was measured one day after each learning session, respectively (short-term measures) and
again four weeks after the training period (long-term measure).

Results showed both short- and long-term effects of training type. In the short-term, gesture-
and picture-enrichment outperformed the baseline, whereby memory performance differed by
several dimensions of language learning style. In the long-term, however, gestures turned out to
be most beneficial - irrespective of individual learning style. These findings further strengthen
the role of gesture use in vocabulary learning, especially when it comes to sustain learning
progress.

Keywords: Vocabulary Learning, Virtual Pedagogical Agents, Individual Differences
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Animated-GIF libraries for capturing pedagogical
gestures: An innovative methodology for virtual
tutor design and teacher professional development
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We report on a novel approach for archiving repertoires of multimodal pedagogical techniques
that enlists animated Graphic Interchange Format (GIF) files. This methodology was developed
by an interdisciplinary team of learning scientists (LS-team) and computer scientists (CS-team)
building a virtual, animated, mathematics tutor capable of multimodal communication. Using an
extensive video corpus of mathematics instruction, the LS-team identified a repertoire of
pedagogical gestures for the CS-team to simulate virtually in the animated character. However,
early on, the LS-team struggled to communicate this repertoire. Video clips of pedagogical
gestures occurring "in the wild” were over-situated in the idiosyncratic spatial configurations of
their environments (Goodwin, 2007) and could not delineate the generic, core specifications of
the gestures to be reproduced. At the same time, the complex trajectories and morphologies of
these gestures did not reduce well to verbal description with static images. Spontaneous,
situated motion is notoriously difficult to inscribe (Guest, 1998). Of the various gesture
classification schemes currently available (Kendon, 2004), none offer a level of specificity
necessary for accurate three-dimensional, dynamic reproduction.

The solution we developed bypassed the need to represent gestures with either static
inscription or in situ video clips. We created a digital library of animated-GIFs of re-enacted
gestures (Figure 1) and succeeded in using this library to support an actor’s motion capture
performance (Figure 2). By re-enacting gestures from the video corpus, we were able to create
idealized, contextually generic forms of the spontaneous gesturing techniques we observed in
learning settings. Animated-GIFs unequivocally convey the three-dimensional, dynamic details
of each gesture, allowing a viewer to quickly and accurately learn the form. An unexpected
benefit is that animated-GIFs also capture other critical semiotic resources of the multimodal
Gestalts (Mondada, 2014) that accompany gesturing such as patterns of gaze and facial
expressions (Streeck, 2009).

There is strong consensus that teacher gesture during instruction is essential for students’
learning (Nathan & Alibali, 2011), and therefore there is a growing need to develop materials to
support teachers in effective use of multimodality in lessons. Currently, common gesture
annotation systems - verbal narratives and static images with multiple elaborate arrows - leave
too much spatio-dynamic information (e.g., trajectory) ambiguous. Teachers working from such
illustrated scripts cannot faithfully re-enact the original movements. Animated-GIF libraries of
re-enacted pedagogical gestures are clearly depictive, circumvent privacy issues, and can be
stored in broadly accessible formats (e.g., web). Therefore, we believe our animated-GIF banks
present exciting possibilities for productively disseminating pedagogical gesturing techniques
directly to in-service and pre-service teachers as part of professional development.

Keywords: Multimodal instruction, virtual pedagogical agents, teacher education
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It is a well-established phenomenon that all forms of manual communication (sign and gesture)
adopt iconic forms that mimic the physical appearance of a referent. Despite a myriad of
empirical studies investigating the role of iconicity in gestural and signed communication not
much attention has been paid to the factors that modulate the form of these iconic depictions.
There is general consensus of at least four main modes of representation: acting (or handling)
denotes how an object is manipulated; representing (or instrument) uses the hand to recreate
the form of an object; drawing (or tracing) describes the outline of a referent; and moulding
depicts the three-dimensional characteristics of an object (Miiller, 2013). Beyond different
taxonomies describing the modes of representation that gestures and signs can adopt, it
remains unclear what factors motivate certain techniques over others. The aim of this
symposium is to address this question and provide a comprehensive overview of some of the
factors that have shown to influence the mode of representation of iconic manual forms. The
proposed symposium brings together an international group of sign linguists, psychologists, and
gesture experts investigating some of the factors that modulate representational techniques in
manual communication. In doing so, we break the common misconception that the form of
iconic depictions is unsystematic, and put forward evidence showing that mode of
representation is tightly linked to factors such as semantic category, affordances of the referent,
type of task, stimuli presentation, and population. More specifically, these talks will give
evidence showing that gesturers favour a default mode of representation (handling), which
differs from the strategy typically exploited by signers (instrument). Further, while signers
show tendencies towards certain techniques, comparisons across sign languages show that
there are also typological differences. We will also discuss that signers and gesturers have the
communicative need to make distinctions between semantically related concepts and thus use
specific techniques of representation to discriminate verbs from nouns. We will also show that
some semantic categories elicit specific techniques of representation and these are further
modulated by the way in which stimuli are presented. Finally, we will discuss how specific
impairments in people with aphasia affect the ability to use these representation techniques.
The symposium will conclude with a discussion chaired by Prof. Cornelia Miiller, keynote
speaker of ISGS 7 and leading scholar on the modes of representation. Her expertise on the topic
will offer an invaluable perspective of the factors that influence mode of representation in light
of the new data.

Keywords: modes of representation, iconicity, sign language, co, speech gesture, pantomime, aphasia,
deictics, affordances, semantic categores
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Speakers often rely on iconicity (resemblance between a form and its referent, Perniss &
Vigliocco, 2010) to gesturally depict attributes of referents, such as shape (e.g., "sculpting” the
contour of an object) or function (e.g., demonstrating the use of a tool). Despite the considerable
advancement in our understanding of co-speech gestures, we know little about the factors
motivating the specific form gestures adopt. Recently, researchers have approached this issue
by studying the use of representation techniques (Miiller, 1998), uncovering preferences in the
way speakers manually depict objects (van Nispen et al.,, 2014; Padden et al.,, 2015; Masson-
Carro et al., 2015). For instance, speakers tend to depict manipulable objects with handling
gestures, and non-manipulable objects with moulding gestures. Importantly, the experimental
research available has used imagistic representations as stimuli, thus it is hard to evaluate the
extent to which these techniques depict conceptual knowledge.

In this paper, we explore the effects of imagistic (pictures) and lexical stimuli (words) on
gesture production about objects differing in manipulability in a referential task. We
hypothesized that when objects are presented imagistically (compared with lexically), speakers
will more frequently rely on perceptually-based forms of iconicity (e.g., shape gestures);
conversely, when speakers draw from conceptual representations, we should observe an
increase in action-based iconicity (e.g., handling gestures).

We collected a corpus of 2205 multimodal descriptions from 45 speakers about objects rated by

60 na ’ive judges as highly-manipulable (e.g., tennis racket), less-manipulable (e.g., traffic light),
and non-manipulable (animals). We categorized all gestures into representational and non-
representational (McNeill, 1992), and annotated all representational gestures for
representation technique. We annotated seven techniques: handling, enacting, moulding,
enclosing, portraying, and placing (see Masson-Carro et al., 2015).

Our preliminary results partially support the hypotheses. Stimuli presentation influenced the
gestural techniques, and this interacted with the degree of manipulability. Particularly, speakers
who saw images (compared with words) exhibited a preference towards shape gestures
(moulding, tracing) and gestures depicting spatial relations (placing), but only for non-
manipulable objects. This suggests that variable visual characteristics of objects, such as shape,
are more likely to be represented in gesture if the referent is perceptually accessible. Contrary
to expectations, speakers in the lexical condition did not exhibit more handling gestures than
speakers in the imagistic condition. Nevertheless, this highlights the idea that function is a
highly salient attribute, easily accessible from both pictorial and lexical representations. In
addition, our results showed that handling and moulding gestures occurred more frequently
than any other technique. These techniques may reflect stronger motoric and haptic
simulations, which could support activation-based gesture production accounts (Hostetter &
Alibali, 2008).

At the presentation, we plan to discuss data from finer-grained semantic analyses, to further
examine how different depiction modes are used in combination with speech.

Keywords: co, speech gesture, representation technique, iconicity
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Generalisable patterns of gesture distinguish
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language: Evidence from pantomime
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There is a long-standing assumption that gestural forms are geared by a set of modes of
representation (acting, representing, drawing, moulding) with each technique expressing
speakers’ focus of attention on specific aspects of a referent (Miiller, 2013). However, it is just
recently that the relationship between gestural forms and mode of representation has been
linked to 1) the semantic categories they represent (i.e., objects, actions) and 2) the affordances
of the referents. Here we investigate these relations when speakers are asked to communicate
about different types of referents in pantomime. This mode of communication has revealed
generalisable ordering of constituents of events across speakers of different languages (Goldin-
Meadow, So, Ozyiirek, & Mylander, 2008) but it remains an empirical question whether it also
draws on systematic patterns to distinguish different semantic categories.

Twenty speakers of Dutch participated in a pantomime generation task. They had to produce a
gesture that conveyed the same meaning as a word on a computer screen without speaking.
Participants saw 10 words from three semantic categories: actions with objects (e.g., to drink),
manipulable objects (e.g., mug), and non-manipulable objects (e.g., building). Pantomimes were
categorised according to their mode of representation and also the use of deictics (pointing,
showing or eye gaze). Further, ordering of different representations were noted when there
were more than one gesture produced.

Actions with objects elicited mainly individual gestures (mean: 1.1, range: 1-2), while
manipulable objects (mean: 1.8, range: 1-4) and non-manipulable objects (mean: 1.6, range: 1-
4) elicited primarily more than one pantomime as sequences of interrelated gestures. Actions
with objects were mostly represented with one gesture, and through re-enactment of the action
(e.g., raising a closed fist to the mouth for ‘to drink’) while manipulable objects mostly were
represented through an acting gesture followed by a deictic (e.g., raising a closed fist to the
mouth and then pointing at the fist). Non-manipulable objects, however, were represented
through a drawing gesture followed by an acting one (e.g., tracing a rectangle and then
pretending to walk through a door).

In the absence of language the form of gestures is constrained by objects’ affordances (i.e.,
manipulable or not) and the communicative need to discriminate across semantic categories
(i.e., objects or action). Gestures adopt an acting or drawing mode of representation depending
on the affordances of the referent; which echoes patterns observed in the forms of co-speech
gestures (Masson-Carro, Goudbeek, & Krahmer, 2015). We also show for the first time that use
and ordering of deictics and the different modes of representation operate in tandem to
distinguish between semantically related concepts (e.g., to drink and mug). When forced to
communicate without language, participants show consistent patterns in their strategies to
distinguish different semantic categories.

Keywords: Pantomime, iconicity, deictics, afordances, semantic categories
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Introduction Gestures can convey information in addition to speech (Beattie et al., 1999). In the
absence of conventions on their meaning (McNeill, 2000), people probably rely on iconicity, the
mapping between form and meaning, to construct and derive meaning from gesture (Perniss et
al., 2010). This informative function of gesture seems useful for people with aphasia (PWA). As a
result of brain damage, PWA may encounter severe language production difficulties (Bastiaanse,
2010), and resulting communication disability. Although PWA can use gestures, some use them
differently from non-brain-damaged people (NBDP) (Sekine et al., 2013a; Sekine et al., 2013b).
Van Nispen et al. (2015) have shown that, when having to depict objects silently, PWA rely more
on gestures that depict the shape of an object as compared to NBDP, who more often show how
they would use an object. The present study aimed to find out how PWA use these various
iconic representation techniques in semi-spontaneous conversation and how important these
gestures are for their communication.

Methods

Participants. Videos of semi-structured interviews with 42 PWA and 9 NBDP from AphasiaBank
(MacWhinney et al., 2011) were analyzed for the gestures used. These were coded in two
classifications: a) type of iconic gesture and b) communicative value. In addition to the labels
identified by Sekine et al. (2013b), we specified five representation techniques: handling, enact,
object, shape (see Van Nispen et al., 2015b) and path (see Cocks et al., 2013). Based on Colletta
et al. (2009) we determined the communicative value of each gesture. The information in
gesture was coded as: ‘Conveys information...." 1) similar to information in speech, 2) additional
to speech, and 3) that is absent in speech and essential for understanding the communicative
message (see van Nispen et al,, 2015a).

Results

Our preliminary results indicate no differences for the use of different iconic gestures between
NBDP and PWA or between aphasia types. Figure 1 shows for the gestures used by PWA, that
concrete deictics and iconic character viewpoint gestures were proportionally most often
essential. Also, a large proportion of emblems were essential. Within the category of ICV
gestures, both enact and handling gestures were often essential (Figure 2).

Discussion

Our study showed that PWA'’s gestures convey information essential for their communication.
This is particularly the case for, concrete deictics, handling and enact gestures, but possibly also
for shape gesture. Contrary to previous findings for pantomime (Van Nispen et al,, 2015b), at a
group level, we did not find significant differences between NBDP and PWA, possibly, due to
individual variability. At the workshop we plan to present detailed analyses focusing on
explaining the importance of these individual differences.

Keywords: Iconicity, co, speech gesture, aphasia
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Systematicity in iconic representation: From gesture
to sign language

Carol Padden 1, Ryan Lepic 1, So-One Hwang 1, Simon Kirby 2, Tessa Verhoef
1

'UC San Diego - United States *University of Edinburgh - United Kingdom

Research examining silent gesture forms produced by hearing non-signers has shown that,
when asked to provide a gesture label for a man-made hand-held object, they typically use a
form in which the hand resembles a human hand manipulating the object. In addition to these
handling forms, non-signing gesturers also produce instrument forms, in which the hand
additionally resembles the manipulated object, but at much lower rates (Padden et al.
2013). Sign languages also use handling and instrument forms in order to create lexical items,
however, the two representational strategies are used in different proportions and can be
associated with different functions. For example, in American Sign Language (ASL), instrument
forms are more common overall, and are used more often for naming hand-held tools than in
the silent gestures of hearing non-signers, while handling forms are more often used specifically
to encode verbs associated with using hand-held tools (Padden et al. 2015).

This systematic alternation between handling and instrument forms of iconic representation in
sign language is an example of patterned iconicity. A long-standing theme in sign language
research has been the demonstration that, despite their apparent iconicity, lexical signs are
arbitrary linguistic symbols (Frishberg 1975, Klima & Bellugi 1979). However, a number of
researchers now argue that iconic and arbitrary symbols alike can be systematically organized
in human language, both signed and spoken (Perniss et al. 2010, Dingemanse et al. 2015).

Here we propose that the increased use of the instrument strategy in ASL is the result of
boosting an iconic strategy already available in gesture, and assigning it a grammatical function
in an organized linguistic system. Two predictions follow from our proposal: 1) Though
gesturers prefer the handling form as a "default”, they can be persuaded to prefer instrument
forms instead, when the functions of handling and instrument forms are manipulated in an
experimental context, and 2) different sign languages may vary with respect to whether they
assign a specialized function to the instrument strategy as a patterned alternative to the
handling strategy.

We present data that support both predictions. In a laboratory experiment, we show that non-
signers can be persuaded to favor a pattern in which the instrument, rather than the default
handling form, is the more commonly used to refer to actions associated with hand-held tools.
In an elicitation task with signers of New Zealand Sign Language, we show that NZSL signers use
handling forms for both nouns and verbs, unlike ASL, which preferentially uses instrument
forms for nouns and handling forms for verbs. The comparison of iconic strategies as used in
sign languages in the real world and gesture systems in the laboratory can thus reveal how
iconicity is taken up and made systematic in language.

Keywords: sign language, silent gesture, patterned iconicity
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Gesture, gesture: Tracking gestures across
repetitions

Eric Pederson, Prakaiwan Vajrabhaya
University of Oregon - United States

This panel brings together a number of researchers from multiple countries who all use the
experimental paradigm of having speakers repeat references to objects and events - both in
narratives and in other communicative tasks. The common element in all of this research is a
comparison of first and subsequent mentions (reduction/non-reduction in size, frequency,
communicative value, type, duration, and/or precision). Studying change in gesturing across
multiple mentions gives insight into the role of gesture in production and/or the role of the
listener in the speaker’s gesturing. This in turn allows a better understanding of the
communicative function of gesture, its role in speech production, and the role of interaction
between speaker and listener.

There are two primary goals of this panel:

1) To compare and evaluate the differing methods each group uses within this paradigm and to
better understand how varying results follow from the differences in methods.

2) To gain a clear understanding of the role of previous mention, interaction, and motoric and
speech planning automatization; plus the vital role that gesture has in elucidating these. To
what extent and under what conditions does the speaker modify her behavior depending on the
speaker’s model of the listener’s state of knowledge or the listener’s backchannel behavior?

Schedule (assuming 1h50m block)
10 minute Introduction
Description of the relevance of repetition studies to models of gesture production.

4 talks of 20 minutes each (each talk has a separately submitted abstract). With a few questions
immediately after each talk, but general questions postponed to the final discussion.

Paper 1 "Two replications of given-new effects on gestural duration”

Paper 2 "Partner-specific attenuation across retellings informs models of speech and gesture
production”

Paper 3 "Teasing apart listener-sensitivity: The role of interaction” Paper 4 "Using different
gesture rate metrics when studying gesture production in repeated references” 20 minute final
panel discussion and general questions.

Keywords: Repetition, gesture reduction, experimental methodology
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Partner-specific attenuation across retellings
informs models of speech and gesture production

Alexia Galati, Susan Brennan
University of Cyprus [Nicosia] - P.0. Box 20537, 1678 Nicosia, Cyprus

In dialogue, speakers tend to attenuate old, repeated, or predictable information but not new
information. A current debate concerns whether this attenuation unfolds with the addressees’
knowledge and needs in mind (for-the-addressee) (e.g., Hanna, Tanenhaus, & Trueswell, 2004;
Metzing & Brennan, 2003), or whether it is an automatic process by which speakers do what is
easiest for themselves (for-the-speaker) (e.g., Keysar, Barr, Balin, & Paek 1998). A parallel
debate in the study of gesture concerns the extent to which gestures are produced with
communicative intentions in mind (e.g., Bavelas, Chovil, Lawrie, & Wade, 1992; Ozyiirek, 2002),
or else are produced automatically by speakers to facilitate cognitive processing (e.g., to
facilitate lexical retrieval, Krauss, Chen, & Gottesman, 2000, or alleviate cognitive load, Goldin-
Meadow, Nusbaum, Kelly, & Wagner, 2001).

We teased apart communicative from cognitive constraints in a study in which speakers told the
same Road Runner cartoon story twice to one addressee and once to another addressee,
counter- balanced for order (Addresseel/Addresseel/Addressee2 or
Addresseel/Addressee2/Addresseel). We examined attenuation across retellings in terms of
how narrative content was encoded (the number of events mentioned, the number of words,
and the amount of detail used), in terms of spoken articulation, and in terms of the distribution
of gesture types and the motoric execution of gestures (their size and iconic precision).

Stories retold to the same (0ld) addressees were attenuated compared to those retold to New
addressees. This was true for events mentioned, number of words, and the amount of detail
encoded. Moreover, lexically identical expressions by the same speaker were less intelligible to
another group of listeners when the expressions had been addressed to old addressees than
when they had been addressed to new addressees. Similarly, speakers gestured less frequently
in stories retold to Old Addressees than New Addressees. Moreover, the gestures they produced
in stories retold to Old Addressees were smaller and less precise than those retold to New
Addressees, although these were attenuated over time as well.

These findings suggest that given/new attenuation can be observed at various grains of multi-
modal behavior, all the way from planning to execution. Adapting speech and gesture for-the-
addressee is computationally feasible and can occur readily when the addressees’ informational
needs can be represented as a simple constraint (e.g.,, my addressee has heard this before, or
not). This adaptation in speech and gesture has implications for understanding the alignment of
the two modalities during production, insofar as they are guided similarly by cognitive and
communicative constraints. Still, speech and gesture may unfold more independently at some
junctures of processing, possibly due to differences in their semiotic properties (e.g., lack of
conventions about the motoric execution of gestures).

Keywords: audience design, dialogue, common ground, storytelling, partner, specific adaptation, given,
new effects, speech and gesture production
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Teasing apart listener-sensitivity: The role of
interaction

Prakaiwan Vajrabhaya, Eric Pederson
University of Oregon - United States

Submitted as a part of the proposed panel Gesture, gesture: Tracking gestures in repetition
Perspectives on the function of gestures can be grouped into two main views. The first view,
which we term the Listener-neutral explanation, contends that gestures are performed to aid
the speaker cognitively in the process of speech production (e.g., Kita, 2000; Krauss, Chen, &
Gottesman, 2000). Essentially, typical gesturing is an act that speakers perform to facilitate their
own speech production and have no inherent reference to the listener.

The second view, on the other hand, contends that gestures are a listener-sensitive act that is
socially-driven and have a tendency to be communicatively-oriented (e.g., Bavelas, Gerwing,
Sutton, & Prevost, 2008; Holler &Wilkin, 2009; Kendon, 2004). We propose that listener-
sensitivity models should be further divided into two sub-categories. First, gesture production
may be influenced by the speakers’ assumption of the state of knowledge that the listener holds,
which we term the Listener-modeling explanation. As contradictory to the name as it may seem,
this explanation essentially appeals to a speaker-internal process; it is not concerned with
listener behavior nor the interaction between interlocutors. In contrast, speakers’ gesture
production may be influenced by an ongoing dynamic interaction with the listener, which we
term the Listener-interactive explanation. In this explanation, the rapid exchanges of verbal and
non- verbal cues during an interaction give rise to listener-sensitivity, which in turn may
influence speakers’ gesturing.

A number of researchers have used a repeated gesture paradigm to investigate the role of
listener- sensitivity in gesturing. Variation in gesture size, frequency, and, clarity are taken as
evidence for listener-sensitivity (Galati & Brennan, 2014; Gerwing & Bavelas, 2004; Jacobs &
Garnham'’s, 2007). These studies allowed, if not encouraged, interaction between interlocutors.
In contrast, the present study reduces variation in interaction by using confederate listeners,
who the subjects believe to be genuine novel listeners, but who provide minimal verbal and
non-verbal feedback. Results show that when speakers can only utilize their assumption of the
listener’s state of knowledge, without input from an interaction, their motoric commitment to
gesture decreases as a simple function of repetition. We thus propose that speakers only modify
their gestures (as in the previous studies cited above) as a result of an active interaction (the
Listener-interactive explanation). In other words, we reject the likelihood that speakers
substantially modify their gestures as a result of modeling the listener’s assumed state of
knowledge (the Listener-modeling explanation).

Keywords: Repetition, gesture reduction, experimental methodology, common ground
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Using different gesture rate metrics when studying
gesture production in repeated references.

Marieke Hoetjes 1’2, Emiel Krahmer 1, Marc Swerts

! Tilburg University [Tilburg] - Tilburg University PO Box 90153 5000 LE Tilburg The Netherlands,
Netherlands ?Radboud University - P.0. Box 9101 6500 HB Nijmegen The Netherlands, Netherlands

Repeated references are often reduced, both acoustically (Bard, et al., 2000) and lexically (Clark
& Wilkes-Gibbs, 1986). Some studies have found that gesture rate in repeated references can
also be reduced (Galati & Brennan, 2014; So, Kita, & Goldin-Meadow, 2009), although other
studies did not support this finding (de Ruiter, Bangerter, & Dings, 2012), or found an increase
in gesture rate (Holler, Tutton, & Wilkin, 2011). These different findings with regard to gesture
production may at first sight seem contradictory, but could be caused by differences between
studies in experimental setup and gesture rate metrics. Gesture rate metrics generally relate
gesture to speech, for example by relating the number of gestures to the number of words.
However, one could also relate the number of gestures to the number of semantic attributes in
speech. Practically, it takes more time and effort to analyse semantic attributes than to count the
number of words. Theoretically, which metric to use may also depend on whether the
researcher considers speech and gesture to be related at the word level, or at the semantic level
of the speech production model.

In new analyses of data collected by Hoetjes, et al. (2015), and Hoetjes, Krahmer and Swerts
(2015), we compared two different gesture rate metrics in contexts in which repeated
references were either successful or not. We compared gesture rate across repeated references
in number of gestures per 100 words with the number of gestures per semantic attribute.
Participants had to repeatedly describe objects to a listener, either because an object happened
to reoccur in the course of the experiment (successful communication), or because the listener
could not identify the correct object (unsuccessful communication).

When communication was successful, the number of gestures per 100 words stayed the same
across repeated references. That is, we found reduction in repeated references to the same
extent for the number of words and the number of gestures. For the number of gestures per
attribute there was a lower rate in second references than in initial and third references, caused
by an increase in number of attributes in second references. When communication was not
successful, the number of gestures per 100 words increased in repeated references, due to
reduction in number of words, but not in number of gestures. There was also an increase in
repeated references in number of gestures per attribute, caused by a reduction in number of
attributes, but not in number of gestures.

The results show that it can be informative to study both types of gesture rate, since these
suggest that in repeated references, the communicative context may influence not only the rela-
tionship between words and semantic attributes, but also between speech and gesture.

Keywords: cospeech gesture, repeated references, gesture rate metrics



Quick on the draw: Exploring the multimodal
body through Signart

Kyra Pollitt 1, Ella Leith 2, Julie Chateauvert

! Unaffiliated - United Kingdom *University of Edinburg [Edinburg] - South Bridge Edinburgh EH8 9YL,
United Kingdom

This symposium examines the multimodality of gesture on, in and through the body. In each
case the data will be drawn from Signart - an umbrella term for the creative forms of natural
sign languages elsewhere referred to as ‘sign language poetry’ and ‘visual vernacular’. The
symposium will open with the showing of Three Queens by Paul Scott. a British Signartist. An
exegesis will be provided.

Live dialogue with a practising Signartist will be followed by three papers exploring different
aspects of gesture in Signart, with examples drawn from Paul Scott’s Three Queens:
personification and performance; gesture as drawing; and a dance-based analysis of the
movement of gesture.

Following questions, it is hoped that the symposium will close with a short, live Signart
performance.

Paper #1: Dialogue entre th'eorie et pratique. E clairage sur les processus de cr'eation et la
relation entre I'ceuvre et sa r'eception

Presenter: Signartist { either Paul Scott (BSL), or Franc,ois Brajou or Djenebou Bathily (LSF)}*
Paper #2: How he queens the Three Queens: the personification of character and concept in
Signart

Presenter:
Paper #3:
Presenter:

Ella Leith, doctoral candidate, University of Edinburgh Gesture as drawing: the curious case of
image-imagery in (British) Signart

Dr. Kyra Pollitt[]Le poids du mouvement: I’Analyse Fonctionnelle du Corps et du Mouvement
Dans’e

Paper #4: comme r'ev’elateur esth’etique dans la cr'eation narrative en langues des signes

Presenter: Dr. Julie Chateauvert Symposium facilitator: Signartist {*as above} or Dominique
Boutet

Keywords: multimodality, sign language, Signart, personification, performance, drawing, movement,
dance, dialogue
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Dialogue between Theory and Practice: exploring
creative process and kinesthetic empathy

Julie Chateauvert 1, Kyra Politt, Ella Leith 2

"Transferts Critiques et Dynamiques des Savoirs (EA 1569) - Université Paris VIII Vincennes-Saint Denis :
EA1569 - 2 rue de la Liberté 93526 Saint-Denis, France *University of Edimburg - United Kingdom

This proposal is to be presented as the opening presentation in the symposium Quick on the
draw: exploring the multimodal body through Signart. The intention is to root the theoretical
considerations of this panel in a shared understanding of the creative process. The opening
contribution, therefore, will take the form of an interview with a practicing signartist, with
questions addressing three major themes of the symposium: the creative process; the place of
signart within the arts; and the relationship between the artist and the audience during live
performance. This dialogue will demonstrate the relevance of theoretical issues to real-world
artistic practice. We will discuss how, during the creative process, this artist articulates and
refines the various modalities of a signart piece. We will also address terminological questions:
is ‘poetry’ a valid name for this art form or does it conceal its visual and gestural aesthetic
components? We will also examine how the reception of signart works differs in terms of
kinesthetic empathy, and thus whether our understandings of the notion of literature are
mobilized by this art form.

We are considering one of three artists to participate with us in this round table. A formal
invitation will be made if the symposium is accepted and when the presence of interpreters is
confirmed. Thus, we plan to invite either Paul Scott (BSL), Franc,ois Brajou or Djenebou Bathily
(LSF). We intend to prepare this panel jointly with the artist in order to produce a rich interview
that explores the central issues. The panel will end with the artist briefly performing an original
piece.

Keywords: Sign Languages, poetry, creative process, signart
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How he queens the Three Queens: the
personification of character and concept in Signart

Ella Leith
University of Edinburg [Edinburg] - South Bridge Edinburgh EH8 9YL, United Kingdom

In the study of the oral artforms of sign languages, or Signart (Pollit 2014), we are gradually
seeing a movement away from the traditional emphasis on literary features towards recognition
of the totality of the performance: where Signart’s visually motivated, pantomimic and gestural
elements are fundamental to its creativity. In so doing, we move away from the question of
‘where, exactly, do we draw the line between what is and is not [sign language]’ (Krentz 2001:
320), to embrace the ‘particular discoursal freedom’ exercised by Signart (Pollitt 2014: 120).
The centrality of embodiment to sign language is a crucial consideration: while the spoken
modality can be recorded in audio and the physical remainder lost (as in recordings of spoken
storytelling and song), in signing ‘the articulated cannot be separated from the-artist-in-
articulation’ (Pollitt 2014: 117). This paper focuses on a core aspect of the-artist-in-articulation:
the physical depiction of character. Characterisation is the aspect of Signart that is most
transparent to non-fluent signers; indeed, the (re)production of observed or imagined
behaviours is ubiquitous across cultures. Illustrative parallels can be drawn with the physical
depiction of character in other (spoken) oral performance arts which suggest a shared
vernacular of multimodal imitation. Yet the grammar of sign languages permits characterisation
in Signart to be layered in creative complexity: as well as being a ubiquitous performance trope,
characterisation through ‘role- shift’ is a fundamental syntactic device used throughout signed
discourse in all contexts and registers. Its scope demonstrates that ‘the boundaries between
linguistic and non-linguistic possibilities of .. embodied communication’ are frequently
breached (Pollitt 2014: 120). Taking Paul Scott’s Three Queens as a starting point, I describe
how the behaviours of another person, animal, object or even abstract concept can be mapped
onto the body of the signer to aesthetic and emotive effect, and how, by ‘role-shifting’ into the
first-person (re)creation of action or speech from alternative perspectives, the Signartist’s ‘gift
with language is already a gift of bodily expression and dynamic stage presence’ (Rose 2006:
131). I consider how embodiment of different characters not only permits shifts in perspective,
but also facilitates shifts in scale: from the single character to the microcosmic depiction of
multiple characters; from the individual to the collective; from the specific to the abstracted. At
times, the distinctions between Signartist- as-addressor, Signartist-as-narrator and personified
character(s) or concept(s) become unstable, allowing the resonances of one to bleed into
another and producing performance-texts that are ripe with kinaesthetic eloquence.

Keywords: sign language, Signart, characterisation, performance
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Gesture as drawing: the curious case of image-
imagery in (British) Signart

Kyra Pollitt
Unaffiliated - United Kingdom

This paper emerges from research designed to explore the characteristics of creative forms of a
natural sign language (i.e. forms known elsewhere as ‘sign language poetry’ and ‘visual
vernacular’ but here together termed ‘Signart’). In order to examine contrary claims about the
linguistic nature of certain physical movements in samples of Signart, two approaches were
adopted.

The first entailed the establishment of a collective of fifteen professional artists working across
a range of media. Fourteen of the artists had no previous contact with any sign language, two
had had some minimal contact, and one had second language fluency in a natural sign language.
Under controlled circumstances, the artists were each asked to respond to a pre-recorded piece
of Signart (including Paul Scott’s Three Queens).

Secondly, four practiced Signartists (including Paul Scott) were each interviewed on a one- to-
one, semi-structured basis. The interviews were recorded on camera.

The material generated by these methods -some of which will be presented here - suggests
reconsideration of some of the movement found in Signart, challenging more traditional schools
of sign linguistic thought and opening consideration of gesture as acts of drawing on, with and
through the body.

Further, within such a conceptual frame, it is then possible to consider characteristics of the
skill of the Signartist’s body in such terms as efficiency of line, stroke, negative space,
perspective, framing, and so on.

Keywords: multimodality, sign language, Signart, sign language poetry, drawing, body, line
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The gravity of movement: Functional Analysis of the
Body and Aesthetic Dance Movement as a tool for
the analysis of creative sign language.

Julie Chateauvert

Transferts Critiques et Dynamiques des Savoirs (EA1569) - Université Paris VIII - Vincennes Saint-Denis
: EA1569 - 2 rue de la Libert’e Saint-Denis 93526, France

The communication proposed here is rooted in research conducted during my PhD
(Chateauvert, 2014). In this context, I refer to a movement analysis method developed by
Hubert Godard and Odile Rouquet - the Functional Analysis of the Body and Danced Movement
(AFCMD) -to make a comparative study of two versions of a Signart work composed in
American Sign Language. The use of this method appears fruitful and successful for several
reasons. First, studies of poetry from a linguistics perspective lead us to consider movement
mainly in terms of trajectory and pace, and to describe the formal procedures that are
traditionally associated with versification. The perspective developed by referring to AFCMD
pays special attention to the initiation phase of the gesture and the way movement is organized
in its relationship to gravity. It suggests the preliminary phase of gesture, besides being critical
for biomechanics, conditions its expressiveness.

Thus, this method permits a deeper combrehension of movement. It teaches us that one not
only signs with the distal articulators of arms, hands and face, but also with weight, negotiation
of weight and gravity, through pelvis and spine.

AFCMD, by allowing us to comprehend such movement as poetic device, highlighhts such times
instances when the sequence of the narrative is motivated gesturally, when this intent is related
to the construction of meaning or imaging. By admitting the possibility of dance, this analysis
allows us to describe the aesthetic qualities of the work inherent in the particular way a specific
author moves.

Similarly, refining the ability to watch movement, AFCMD makes it possible to begin to answer
important questions raised in previous studies of sign language poetry. (Rose, 1992; Sutton-
Spence, 2006; Pollitt, 2014): Where does the text ends? Where does the performance begin?
What does metric analysis miss? Is a poem separable from its original author and faithfully
reproducible by a secondary performer? Does movement, in a signed work, support the
formation of the image as Pollitt suggests? Or is it rather the nexus of identity as suggested by
Rose, or Sutton-Spence?

This paper will suggest that movement should be considered as a separate component of the
multimodal aesthetic works that are termed ‘poems’ in sign languages, and that the use of
AFCMD to analyze Signart offers a potential solution to current theoretical problems. Examples
to support this hypothesis will be drawn from an analysis of Three Queens, by Paul Scott. *
Proposition to be considered for the symposium : Quick on the draw: exploring the multimodal
body through Signart

Keywords: Sign Language, Movement, AFCMD, signart



Multimodal Stance-marking in Signed and
Spoken Languages
Sally Rice

Department of Linguistics, University of Alberta - 4-60 Assiniboia Hall, University of Alberta Edmonton,
Alberta Canada T6G 2E7, Canada

This panel explores the degree to which linguistic phenomena falling under the rubric of stance
or stance-taking can be coherently explored across languages (ASL, Libras [Brazilian Sign], Irish
Sign, Dutch, English, and German), language modalities (spoken and signed), and individual
expressions of (inter)subjective stance-taking in language. Stance concerns the signaling of the
epistemic, the attitudinal, and the emotional in language—-a semantic overlay that, simply put,
cannot be turned off in face-to-face interaction. Thus, stance is a very broad concept that has
only recently begun to receive sustained attention in linguistics, especially by corpus linguists
(cf. Biber & Finegan 1988, 1989; Precht 2000) and those conducting research from a
functional/cognitive/constructional perspective that takes seriously a commitment to look at
natural and contextualized language data from an interactional perspective (cf. Verhagen 2005,
DuBois 2007, Englebretson 2007). Happily, there is a small literature emerging on the
multimodal marking of stance that focuses on the use of gesture and other co-speech
behaviours such as shifts in posture, gaze, and facial expression; head tilts, nods, and shakes; as
well as mouth and shoulder shrugs that accompany face-to-face interaction (Debras 2013, Oben
& Br'one 2013, Schoonjans 2014). The papers in this theme panel follow in this vein in that each
pursues a particular (type of) stance expression in a language in order to determine the co-
speech or co-sign behaviors that reliably accompany it.In addition to demonstrating the
conventionalization of particular bodily gestures with particular stance expressions in signed
and spoken language, two other overarching themes unite these papers:

(1) The hypothesis that there is a division of labour in the multimodal marking of the
propositional (discourse content) and the epistemic (speaker attitude). Such body partitioning
has long been studied in both ASL (Liddell 1995, Dudis 2004, Wulf & Dudis 2007) and gesture
studies (Sweetser & Sizemore 2008, Priesters 2012, Priesters & Mittelberg 2013). Non-manual
gestures involving the upper body are especially implicated in the marking of the
intersubjective in language (Kendon 2002, Haddington 2006, Parrill 2010, Stec 2013, Rice &
Hinnell 2015). Strategic movement of the eyebrows, mouth, head, and shoulders when signaling
point of view unmistakably places them at the locus of stance-marking. Thus, the upper body
seems to do the lion’s share of stance-taking work in both signed and spoken languages.

(2) Support for a broader view of what it means to be a linguistic construction. The verbal and
the kinesic both constitute form-based mechanisms for signaling meaning. Therefore, we
strongly advocate for a view of the linguistic construction that includes rather than ignores
what the whole body is doing when speakers and signers face off interactively. The phenomena
discussed in this theme panel are, we feel, ripe for a constructional interpretation.

Keywords: stance, multimodality, spoken languages, signed languages, co, speech/sign gesture, non,
manual gesture
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The Proximity of Grammar to Gesture: Stance-taking
in American Sign Language and Irish Sign Language

Constructions

Terry Janzen 1, Barbara Shaffer 2, Lorraine Leeson >

! University of Manitoba - Canada ® University of New Mexico - United States ° Trinity College Dublin -
Ireland

In some of the first work on grammaticalization in American Sign Language (ASL), Authorl
(1998, 1999) noted that grammatical topic marking developed along the pathway of
questioning facial gesture > yes/no question marker > topic marker, and importantly, that this
development did not include a lexical stage. In other words, a grammatical marker evolved from
a widely used gesture. Further studies on grammaticalization in signed languages have turned
up additional evidence of grammatical forms having gestural sources. Signed language users
map conceptualized scenes onto articulatory space-the space within which signing takes place-
such that spatial positioning is motivated rather than random. Further, both conceptualization
and articulated spatial positioning are embodied in that spatial scenes are viewed from a
particular perspective, which also speaks to motivation into their use. As a result, spatial
organization contributes to structural and discourse cohesion, and as part of a language system,
rightly belongs in the category of grammar.

Beyond the domain of spatial scenes, however, this feature can grammaticalize further as the
signer deals with conceptualizations that are more abstract, using spatial organization to
represent something that is less physically motivated (i.e.,, not an actual scene space) and
therefore functioning primarily as grammar.

In support of these claims, we analyze several construction types in ASL and ISL. In an analysis
of pronoun spaces, for example, the signer can show conceptualized relations between entities
through differential pronoun placements-the signer’s mental view of such relationships, which
may not have much to do with physical location, is illuminated via an embodied view of her
articulation space (Author3,1,2 2012). Second, in a comparative framework (Winston 1995), a
signer can use complex, viewpointed spatial positioning to show relationships between ideas
that are quite abstract (Authorl 2015). And third, signers use particular constructions that
draw on embodied spatial arrangements to claim evidential support for assertions they make
(Author3 2012; Author3,1 (in press)). Each of these cases can be seen as stance-taking in that
the signer not only makes these assertions, but frames them within a subjective viewpointed
organization. Our final and most critical claim is that this spatial organization is highly gestural
in nature, while at the same time falls within the domain of grammar in a signed language.
Gestural elements in both spatial organization (pointing to spaces, positioning the hands in
spaces, etc.) and stance-taking (gaze, body orientation and positioning, etc.) combine in these
constructions, contributing to the coherent structure of signed constructions and to
cohesiveness in the discourse structure, thus participating in the domain of grammar. In signed
languages, therefore, gesture and grammar appear closely aligned.

Keywords: Stance, taking, signed language, viewpoint
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Problematic: This study is a multifactorial quantitative account of the profiling of epistemic

stance markers in spoken English (K ’arkk ’ainen 2003, 2006, 2007). The markers under
investigation are the assertive uses of five cognition verbs, characterized by different degrees of
speaker certainty: I know, I believe, I think, I suppose and I guess. Their usage is examined for
verbal and nonverbal contextual characteristics across three registers from less to more
prepared discourse: informal conversational discourse, multipartite media debate and public
address. The objective is to reveal frequency-based multimodal usage patterns of the five
markers across the three registers. Hypotheses: Three hypotheses will be tested quantitatively.
Firstly, it is assumed that register effects will be observed, with more dynamic nonverbal
expressivity emerging in the less prepared context of use. Secondly, the position of the
epistemic marker within the clause is expected to reflect varying degrees of speaker certainty
and commitment with regard to the proposition. This, in turn, will exhibit differences in
nonverbal expression. Finally, we hypothesize that a correlation will be observed between
utterance initialand final-alignment of the markers and turn-taking in terms of gestural contour.

Data: The data consist of videotaped semi-guided conversations between native speakers of
British English who discuss environmental issues; TV debates on environmental issues
broadcast in relation with COP15 (in Copenhagen in 2009) and COP21 (in Paris in December
2015); and TED talks on the theme of the environment extracted from the TED website
(www.ted.com). The data amounts to 6 hours in total, 2h for each type of discourse. They are
annotated in ELAN for a range of nonverbal usage attributes that are relevant to the description
of epistemic stance, i.e.: manual gestures and their main functions (representational, pragmatic,
discourse structuring, after Kendon 2004) components of the shrugging posture (Kendon, 2004,
Streeck 2009, Authorl submitted) self-adaptors (Ekman & Friesen 1969), which can take on a
communicative function indicating uncertainty (Authorl 2015), head movements (McClave
2000, Kendon 2002). The discourse topic is controlled for as the data center on environmental
discourse.

Method & results: The methodology employed is the profile-based or multifactorial usage-
feature analysis (Geeraerts et al. 1994; Gries 2003; Gries & Stefanowitsch 2006; Glynn & Fischer
2010; Glynn & Fischer 2014; Author2 2015). This approach assumes that contextualized
language use is indicative of language structure, which can be identified through generalization
across many usage events. By combining detailed multifactorial annotation of data with
exploratory and confirmatory multivariate modeling, this method enables the identification of
statistically significant, frequency-based patterns of multimodal language use. We expect to find
evidence in our data that will support the three hypotheses put forward above.

Keywords: epistemic stance, register variation, multivariate modelling
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Language is necessarily shaped by the way speakers evaluate, position themselves in relation to,
and align with the targeted referents of stance-taking acts (Du Bois, 2007). Research has shown
that speakers use diverse strategies to encode different viewpoints in interaction (Berman &
Slobin, 2013); however, with some notable exceptions (Dancygier & Sweetser, 2012; Janzen,
2012), few studies have explored the correlates of stance in the visual modality.

We investigate multimodal constructions involving the stance-related phenomenon of
dualviewpoint (McNeill, 1992; Parill, 2009). Dual-viewpoint has been restricted to unimodal
cases where different manual gestures are simultaneously depicting both character and
observer viewpoint. Multiple viewpoints can, however, be simultaneously expressed across
modalities in multimodal constructions (Stec & Sweetser, 2013). Rice and Hinnell (2015) argue
that the body is partitioned so that different sectors of the body are recruited for different types
of communicative content, including stance meanings. Combining these approaches, we look
across modalities and languages at constructions involving dual-viewpoint.

We compare reported speech constructions in English and constructed action in ASL and Libras
(Brazilian Sign Language). These constructions are functionally comparable, as they are
demonstrations that depict rather than describe referents and events (Clark & Gerrig, 1990).
We consider reported speech to be a sub-domain of constructed action, as speech is a sub-type
of action, and visual gestures often co-occur as part of the depiction. Thus, functionally
speaking, constructed action is a larger category of reenactment which includes verbal, manual,
and body gestures.

Using data from American English talk shows, we examine gestures that occur as a part of
reported speech constructions. We analyze the formal expression of meanings related to
viewpoint in both the visual gestures and the spoken language. We specifically look at how
stance is expressed in these dual-viewpoint constructions. We then turn compare these English
multimodal, dual-viewpoint, stance constructions and constructed action/dialogue in ASL. We
hypothesize that the same general cognitive and functional mechanisms that drive the visual
expression of stance in multimodal English constructions are recruited in the expression of
stance in ASL constructed action and dialogue.

To test this hypothesis, we expand our comparison to include dual-viewpoint stance
construction in Libras. We argue that similarities in the expression of dual-viewpoint across the
three languages reflect a construal of objective vs. subjective viewpoint (Langacker, 2008). To
our knowledge, this is the first attempt at comparing dual-viewpoint constructions across
spoken language, gesture, and signed language.

Keywords: sign, gesture, viewpoint, stance
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Within the multimodal stance literature, there has yet to be an investigation of form
conventions in kinesic expressions of OPPOSITION: the valuing of one position against another.
In this study, we examine the verbal and embodied means of expressing OPTIONALITY in North
American English. We suggest that while there are classic manual gestures associated with
contrast (the most iconic expression being the partially filled [on the one hand ... on the other
hand...] construction with the two hands of the speaker setting up the two sides of the contrast),
OPPOSITION is often co-expressed in the rest of the speaker’s “kinesphere” as well. In
expressions of contrast that don’t directly reference the hands, the kinesic load shifts from the
hands to the rest of the body and is usually rendered more subtly. For example, when a speaker
utters the expression by contrast, it is frequently accompanied by a head tilt or gaze shift. Like
most expressions of stance, CONTRAST is generally conveyed through a broad range of
linguistic items distributed along the lexico-grammatical continuum. In English, speakers
signaling contrast can deploy the logical operators or and and; concessives such as despite,
nevertheless and although; phrasal units such as by contrast, whether (or not), and on the one
hand...on the other hand; in addition to smaller constructions such as this vs. that, and
either.../or... and neither.../nor... statements. Despite this expressive heterogeneity, at heart the
expression of contrast is fairly simple and binary semantically: two options are presented that
are being subjectively evaluated by the speaker. This conceptual binariness is paralleled by a
binariness in the movement that co-speech bodily articulators can take. The axes of movements
(along the vertical, lateral, and sagittal planes) are limited, resulting in predominant expression
of contrast through shoulders moving up/down, hands moving in/out, and head tilting or gaze
shifting from side-to-side. Even the enumeration of a range of possibilities reflects the binary
limitations of the movement of these bodily articulators, with the binary movements simply
repeated to reflect multiple options. In this paper, we focus on speakers’ attitudes towards
objects in the discourse space, especially speakers’ subjective take on a pair of items while
tracking what their bodies are doing concomitantly. We examine a range of contrast-marking
expressions and demonstrate the use of co-speech behaviour that frequently accompany these
expressions in a corpus of videotaped interaction from the Distributed Little Red Hen Media
Corpus (Steen & Turner 2013) and 3D motion capture data gathered from speakers of North
American English. Co-speech behaviour is annotated according to established schemas
(Bressem et al. 2013, Hinnell 2014) such as onset asynchrony and axis, direction and path of
movement of the articulator (hands, head, shoulders, etc.).

Keywords: stance, gesture, contrast, body partitioning
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In a recent study, Demir and colleagues identified decontextualized speech to children as a
strong predictor for later language competencies, particularly for children whose verbal
performance seems weak. The authors considered narratives, explanations and talk within
pretend play as decontextualized speech in contrast to all other utterances (Rowe, 2012). Other
research underscores the role of this type of speech suggesting that it plays an important role in
children’s educational success (Cummins, 1986). According to Leech and Rowe (2014),
decontextualized speech requires a higher level of thinking and analysis on the part of the child
in order to process it without drawing on resources from immediate context (DeTemple, 2001).
Rowe (2012) revealed that in children, decontextualized speech occurs when they are 30
months old, and Rohlfing (2011) observed a form of decontextualized speech addressing
children in already 24 month-olds. However, little is known about children’'s own
decontextualized speech and gestures performed in early productions of it. If - as it is assumed
- decontextualized speech poses a higher demand on children’s analytical thinking, different
types of gestures should be observable than during contextualized speech, during which
children can rely on contextual resources in formulating their thoughts, or, alternatively,
gestures may be embedded differently into the current talk. Furthermore, Pouw and colleagues
(2014) suggest that there is analytical thinking as opposed to spatio-motoric thinking, from
which gestures follow. It is the spatio-motoric thinking, which helps utterance production by
providing a situative, context-bound informational organization that is not readily accessible to
analytic thinking. Thus, decontextualized speech and gestures production in children might
provide insights into less context-sensitive informational organization. On this symposium, we
would like to discuss (i) the conditions and features of ‘decontextualized speech’ in order to
arrive at better understanding how and why it might provide opportunities for ‘analytical
thinking’, (ii) whether the gestures differ in decontextualized versus contextualized speech, and
if so (iii) how decontextualized speech and accompanying gestures can play a role in
formulating thoughts about not immediate referents and (iv) how they might reveal analytical
thinking. Finally, we will discuss the results with respect to the question of whether and to what
degree spatio-motoric thinking may be involved in and bootstrap decontextualized talk.

Keywords: decontextualized speech, children’s gestures
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The mastery of decontextualized speech is a major milestone in language acquisition. In order to
learn how to read and write, the child must develop the ability to talk of referents and events
that are not accessible within the immediate communication setting (Hickmann, 2003;
Karmiloff-Smith, 1979). Advanced types of decontextualized language such as the narrative
exhibit a textual structure, display specific properties of coherence and cohesion, and require
additional cognitive abilities - extended memory, the structuring of linguistic information, the
planning of speech, knowledge of monolog genres, ability to read the interlocutor/reader’s mind
(Fayol, 1997; Halliday & Hasan, 1976; Nippold & Scott, 2010; Tolchinsky, 2004). However in
everyday talk, as adults we constantly switch from contextualized speech (CS) to
decontextualized speech (DS) and conversely. In a developmental study on spontaneous
narratives during interviews (Colletta, 2009), children aged nine years and over were found to
be expert at marking the transition between the narrating of events (DS) and the commenting
on it (DS). Together with the explicit linguistic marking of CS-DS transition, gestural and
bimodal resources - voice, gesture, facial expression, gaze and posture change - were found to
actively contribute to the marking of such transition. What about younger children? Evidence
for early DS was found in children aged no more than two years (Rohlfing, 2011; Rowe, 2012).
Yet at this age strings of DS speech are very short and the child is not able to verbalize the CS-DS
transition. As consequence, we hypothesize, first, that switches from CS to DS in young children
involve the same kind of gestural means that were found in older children, and second, that new
types of gestures (e.g. abstract pointing, framing gestures, beats) emerge when the child starts
to show DS in her speech acts repertoire. To test our hypothesis, we have at our disposal two
collections of video data. The first one corresponds to 80 play sessions between an adult and
children aged 18 to 42 months (Batista, 2012). The second set corresponds to 47 interviews
with children aged 22 to 38 months who were proposed a lexicon task including pictures. In
both contexts, some children spontaneously referred to absent characters or past events. All
data was transcribed and annotated for speech and gesture under ELAN. Next step is to identify
all DS sequences in the data and code for them (i.e. type of sequence, length and structure,
semiotic resources involved in the marking of DS) in order to provide a detailed account of the
behavioral changes that go with CS-DS transitions in young children’s speech. We will discuss
the contribution of our findings to the study of gesture development and related early cognitive
and social-conversational abilities.

Keywords: decontextualized speech, children, acquisition, gesture
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In our study, we investigated 22 4-year-old children’s gestures in two contexts: In one context
(Explain), children were asked to explain a game just played minutes before to their caregiver
with the purpose to play it later on (cf. Kern, 2003). In another context (Retell), children were
asked to retell a story about a recently read book to their caregiver, who was not familiar with
this story. The second context thus demanded more decontextualized speech in order to
construe a coherent story. We expected children’s gestures to differ with respect to frequency
and form in the two contexts. Our hypothesis was motivated by recent research by Leech and
Rowe (2014) suggesting that decontextualized speech requires a higher level of thinking and
analysis on the part of the child when processing it without drawing on resources from
immediate context. While in the context Explain, children could draw on the recall of spatio-
motoric memories about the just previously performed games’ actions, in the context Retell,
children had to analytically construe a coherent story that had been presented to them mainly
verbally from a picture book. Since the context Retell poses a higher demand on children’s
analytical thinking (Pouw et al., 2014), we expected different frequency and types of gestures
than in context Explain.

We conducted a 2 (context: explain vs. retell) x 3 (types: deictic, iconic and conventional)
repeated measure analysis on gestural frequency. We obtained a significant main effect of
gestural type F (2;20) = 13.24, p < 0.001 with iconic gestures (M = 3.79) being the most
pronounced type in children’s nonverbal behavior that significantly differed from deictic (M =
0.68) and conventional (M = 0.54) gestures. However, we found neither a main effect of context
p > 0.69, nor an interaction effect of context and type p > 0.61.

In sum, the results demonstrate that while children used gestures in both contexts, frequency
did not vary across them. We can conclude that the assumed difference in spatio-motoric vs.
analytic thinking, as elicited via the two different contexts, has not effect on the frequency of
gestures. Further analyses will reveal whether the contextual differences affect the form of
iconic gestures. Alternatively, it is possible that the cognitive demands are similar in the two
contexts. In our future work, we will focus on the iconic gestures and investigate their types as
well as their relation to speech. Possibly, gestural iconicity is established through different
means in the respective contexts (e.g., form- vs. function-related iconicity), and/or they may
fulfill different functions, e.g. as lexical substitutes or as illustrators of verbal descriptions.

Keywords: decontextualized speech, children’s gestures, context
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Taking into account that ‘iconic gestures’ in fact encompass a whole range of depictive practices,
the present paper investigates forms and functions of depictive practices in early childhood
interactions. Drawing on the analysis of embodiment-in-interaction and analyzing verbal and
nonverbal resources within sequentially organized activities, we explore (1) what kind of
depictive practices are deployed by children and (2) how these practices are used either to
communicate about visible aspects of the immediate context or to create communicative
contexts transcending the here and now. The longitudinal analysis is based on video-recordings
of parent- child (age 12 to 24 months) interactions. Four dyads were video-taped during a
picture-book reading activity at home every six weeks. Using the same book across the 12
sessions allowed us to compare conversations about the same pictures longitudinally.

Findings demonstrate that young children already employ diverse depictive practices that also
involve different methods of representation. First, they use their hands as hands and employ
manual schemes derived from the usual actions of the hands (e.g. ‘stirring’ for representing the
activity of stirring or a spoon). In addition to these imitative practices of depiction, children
increasingly use their hands creatively when developing new hand shapes that symbolize
objects, actions and protagonists. Sequential analysis reveals that imitative practices -
coordinated with other semiotic resources - are typically used to establish intersubjectivity
with regard to visible aspects of the immediate context (e.g. labeling objects in the picture-
book). In contrast, depictive practices involving symbolic methods of representation are
employed to extend the visible context of the picture book and/or to constitute contexts
independent from the here and now. These practices are typically accompanied by further
contextualization cues that instruct the recipient to ‘see’ the hands not as hands but as vehicles
for imagining objects and activities that are either absent or fictional. Finally, it will be discussed
how particular depictive practices enable children to engage in ‘decontextualized’ and narrative
talk.

All in all, our findings demonstrate that depictive practices should not merely be considered as
predictors of narrative development. Instead, particular depictive practices provide the very
means for constituting narrative contexts. Furthermore, the study provides evidence that the
ability to engage in ‘decontextualized’ and narrative talk emerges much earlier than previously
thought.

Keywords: depictive practices, language acquisition, narration, contextualization
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While formal semantics traditionally ignored iconic and gestural aspects of meaning, the
situation changed dramatically in recent years, both on the gesture side (e.g. Lascarides and
Stone 2009, Giorgolo 2010, Ebert and Ebert 2014, Schlenker 2015) and on the sign language
side (e.g. Schlenker et al.2013, Schlenker 2014, to appear, Davidson to appear, Kuhn 2015).
Formal approaches have asked three types of questions: (i) How do iconic enrichments interact
with logical operators? (ii) Can formal tests be designed to distinguish various types of
enrichment, in particular by their interaction with grammatical rules? (iii) How do semantic
categories (e.g. telic/atelic, count/mass, plurals) get reflected in iconic enrichments? Following
Goldin-Meadow and Brentari’s program (to appear), the panel starts from the premise that
"sign should not be compared to speech alone, but to speech-plus-gesture”, and it will present
contributions of semantic studies to these three questions. The discussant is Cornelia Ebert, a
noted semanticist who has pioneered work on ‘gesture projection’ (= interaction between
gestures and logical operators).

Talk #1 investigates the interaction of iconic enrichments contributed by signs and gestures
with logical operators. It concludes that might have different ‘projection’ properties: conic
enrichments of signs may be at-issue (= assertive), whereas gestural enrichments are typically
non-assertive - presuppositional or supplementary (= appositive-like), depending on whether
they co-occur with spoken expressions or follow them.

Talk #2 investigates the interaction between logical operators and pluractional iconicity in ASL
and LSF. It concludes that repetition-based pluractional markers have characteristic
grammatical properties of pluractionals in spoken language, but also display an iconic behavior
that interacts with logical operators.

Talk #3 argues that the iconic contribution of a type of absolute adjective in Italian sign
language (LIS) should be analyzed as gestures. The key argument comes from ellipsis
resolution: while standard lexical material is ‘copied’ from the antecedent under ellipsis
resolution, co-speech gestures can be ‘ignored’ by it. Crucially, the iconic component of the
relevant sign can be ignored just as if it were a co-speech gesture.

Talk #4 revisits ‘Wilbur’s generalization’, according to which the phonology of sign language
verbs makes visible their telic vs. atelic status: sharp edges characterize the former but not the
latter. Strickland et al. 2015 showed that non-signers can robustly ‘guess’ the telic vs. atelic
status of a sign based on its form alone, which suggests that Wilbur’s generalization is ‘known’
by non-signers. In semantics, the telic/atelic distinction has been taken to instantiate a verbal
counterpart of the count/mass distinction. Several new experiments show that non-signers also
‘know’ a count/mass counterpart of Wilbur’s generalization: signs with sharp edges are taken to
have a count meaning, signs without sharp edges are taken to have a mass meaning.

Keywords: formal semantics, sign language semantics, formal approaches to iconicity, gesture projection

1N0



Symposium Schlenker et al.: Iconicity in Formal Semantics: Signs vs. Gestures

Iconic Enrichments: Signs vs. Gestures
Philippe Schlenker

Institut Jean-Nicod - Centre National de la Recherche Scientifique - CNRS - France

Symposium: Iconicity in Formal Semantics: Signs vs. Gestures An expression may be called
iconic if there is a structure-preserving map between its form and its denotation. In (1)a, the
length of the talk referred to is an increasing function of the length of the vowel. In the ASL
example in (1)b, the final degree of growth is an increasing function of the maximal distance
between the two hands realizing the verb GROW. Recent work in sign language semantics
argues that (i)when iconic phenomena are disregarded, sign and spoken language share the
same ‘logical spine’ (e.g. Schlenker 2011,2013,2014,forthcoming), but (ii)sign language makes
use of richer iconic resources, including at its logical core (e.g. Schlenker et al.2013). But as
emphasized by Goldin-Meadow and Brentari (to appear), one should not compare sign to
speech, but rather to speech-plus-gesture. The key semantic question is whether speech-plus-
gesture has comparable expressive resources as sign-with-iconicity. We sharpen the debate by
introducing a distinction between two iconic enrichments: in ‘autosematic enrichment’, the
form of an expression is iconically modulated to affect the meaning of that very expression, as in
(1)a- b; in ’allosematic enrichment’, an expression is iconically enriched by an extraneous
element, as in (2)(=enrichment of punish by a gesture).

Autosemantic and allosemantic enrichment interact differently with logical operators. The
autosematic enrichments in (1) behave like standard at-issue (=assertive) contributions and
can take scope under logical operators - thus (3)a means something like ’If the talk is very long,
I'll leave before the end’ (with no implication about what would happen if the talk is just
somewhat long); similarly, (3)b means that if my group grows a lot, John will lead it. Recent
discussions suggest that autosematic enrichments can also have presuppositional contributions
(Schlenker et al.2013).

Allosematic enrichments are more constrained. In the at-issue control in (4)a, like this
assertively modifies the Verb Phrase; what is denied is thus that any of the relevant individuals
punished his son by slapping him - hence if any punished his son, it was in some other way. The
target in (4)b triggers the opposite inference: for each of the relevant individuals, if he had
punished his son, it would have been by slapping him. In this case, the iconic enrichment
universally 'projects’ beyond the negative expression none. Schlenker 2015a,b argues that this
behavior is reminiscent of presuppositions, illustrated with the presupposition triggers his son
and regrets in (4)c: these too yield universal inferences under none. More generally, we argue
that co-speech gestures start out as a presupposition-like, while post-speech gestures
(=gestures that follow the modified expressions) start out as appositive-like - but crucially
neither is assertive (see Ebert and Ebert 2014). This might suggest that even with co-speech
gestures spoken language cannot match all the expressive resources of sign language.

Keywords: formal semantics, sign language semantics, formal approaches to iconicity, gesture projection
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In American Sign Language (ASL) and French Sign Language (LSF), we report that inflection on
verbs simultaneously displays iconic and grammatical properties. In ASL and LSF, verbs may be
reduplicated in at least two ways: exact repetition of the verb and alternating two-handed
repetition of the verb. Both inflections generate an inference of ‘pluractionality’: namely, that
there are many occurrences of the event.

These patterns are shown to display iconic effects, exhibiting properties that Goldin-Meadow
and Brentari (to appear) take to be characteristic of gestural content. The patterns are
‘imagistic’: gradient phonetic manipulations of the speed of repetition are semantically
interpreted. For example, when repetition of a sign speeds up then slows down, the resulting
inference is that the rate of the event sped up then slowed down. Such effects are invariant
cross-linguistically, appearing in both LSF and ASL. An example of an iconic inflection of the
word GIVE in ASL is provided in (1), with black bars indicating the forward phonetic motion of
the sign.

(1) IMAGE: American Sign Language: Iconic acceleration to a plateau

Concurrently, the sign language patterns mirror formal patterns from spoken language: the two
forms impose different entailments regarding the distribution of events. Notably, two-handed
alternating inflection produces a ‘participant-key’ reading, which requires that different
individuals participate in the different sub-events. In LSF, this is manifested by
ungrammaticality when a two-handed alternating form appears in a sentence that has no plural
licensor. An example is given in (2). These formal patterns exactly mirror the typology of
pluractionality spoken languages (for a recent overview, see Cabredo-Hofherr and Laca 2012).

(2) French Sign Language a. * ONE PERSON FORGET-alt ONE WORD. b. MANY PEOPLE FORGET-
alt MANY WORDS. ‘Many people forgot many words’

We show that the iconic meaning of the pluractional marker in ASL and LSF can be interpreted
locally or interpreted globally: for example, an accelerating inflection can indicate the rate at
which each individual performed an event, or it can indicate the overall rate at which events
were performed by members of a plural licensor. Critically, we show that the level at which the
iconic condition is evaluated is exactly the structural position at which the grammatical
condition is evaluated. We thus argue that both parts are integrated into a single syntactic unit.
Local or global interpretation is captured via linguistic scope-taking.

References

Cabredo Hofherr, P. and Laca, B., editors, Verbal plurality and distributivity. de Gruyter, Berlin,
Boston. Goldin-Meadow, Susan and Brentari, Diane: to appear, Gesture, sign and language: The
coming of age of sign language and gesture studies. Behavioral and Brain Sciences

Keywords: Sign language, iconicity, semantics



Symposium Schlenker et al.: Iconicity in Formal Semantics: Signs vs. Gestures

Absolute adjectives: Signs Vs. Gestures

Valentina Aristodemo, Carlo Geraci, Mirko Santoro

Institut Jean-Nicod (IJN) - CNRS : UMR8129, Ecole normale supérieure [ENS] - Paris, Ecole des Hautes
Etudes en Sciences Sociales (EHESS) - Pavillon Jardin 29, rue d’'Ulm 75005 Paris, France

The semantics of Sign Language is sensitive to abstract iconic properties of signs (Schlenker
2014, Aristodemo and Geraci 2015, Strickland et al 2015). These are claimed to be analogue to
co-speech gestures (Goldin-Meadow and Brentari in press). We compare iconic and non-iconic
absolute adjectives in Italian Sign Language (LIS) showing that iconic adjectives presuppose
that the maximum degree is reached. We compare these adjectives with co-speech gestures in
spoken Italian and show that they provide identical contribution to the meaning of the sentence.

Iconic absolute adjectives in LIS, like FULL, make the maximum degree iconically visible.
Differently from their spoken language counterparts and other non-iconic absolute adjectives
like RIGHT, these signs don’t allow imprecise readings (cf.(1)). Still, they are gradable because
they are possible in less-comparatives.

(1)*GLASS FULL BUT WATER ADD A-BIT CAN

"The glass is full but you can still pour a bit more of water’
(2) MIRKO ASSIGNMENT IX-poss RIGHT BUT BETTER CAN
"Mirko assignment is correct but it could be better’

Under ellipsis, both kinds of adjectives are fine (cf.(3a)-(4a)). When repeated, only non-iconic
signs are possible (cf. (3b)-(4b)).

(3)a. GLASS I1X-3a FULL IX-3b LESS b. *GLASS IX-3a FULL ix-3b FULL LESS ‘This glass is less full
than that one’ (4)a. MIRKO ASSIGNMENT RIGHT CARLO ASSIGNMENT LESSb. MIRKO
ASSIGNMENT RIGHT CARLO ASSIGNMENT RIGHT LESS ‘Carlo’s assignment is less right than
Mirko’s assignment’ The same contrast in (1) is observed in spoken Italian with co-speech
gestures (cf. (5a) and (5b)):

(5)a.*Questo bicchiere "e [GESTURE pieno], ma ci si pu'o ancora aggiungere acqua b. Questo
bicchiere “e pieno, ma ci si pu'o ancora aggiungere acqua 'The glass is full but one can still pour
a bit more of water’

We explain the contrast in (1)-(2) by arguing that imprecise readings are blocked by the iconic
component displayed by full in (1), which forces a maximum degree reading. This contribution
is only inferential since the effect disappears under ellipsis (the iconicity of the sign is not
visible) (cf. 3a-3b). Co-speech gesture data are similarly analyzed. The gesture introduces a
presupposition (that the glass is full at its maximum degree). The presupposition is disregarded
under ellipsis (Schlenker 2015).

Iconic absolute adjectives have an inferential component in LIS. These signs provide similar
contribution to the meaning of sentences as cases of gestural enrichment in Italian, thus
supporting Goldin-Meadow and Brentari (to appear). The main difference is that the iconic
component is obligatory in signs, while can be omitted in spoken languages.

Keywords: Sign Language Absolute adjectives gestures iconicity
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Intuitive iconicity for events and objects: Telicity
and the count/mass distinction across modalities
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Across languages, verbs can be classified into two categories. Telic verbs (e.g. "decide,” "sell”)
encode a logical endpoint while atelic verbs (e.g. "think,” "negotiate”) don’t, and the denoted
event could therefore continue indefinitely. Just as these verbs can be said to denote events that
are either bounded or unbounded in time, languages also distinguish between count nouns that
refer to objects that are bounded in space (e.g., "coin,” "bag”) and mass nouns that refer to
substances that are not bound in space (e.g., "rain,” "fog”).Accordingly, semanticists (e.g.,
Jackendoff 1991, Bach 1996) have postulated that telic verbs and count nouns share a deep
similarity in how they are represented (with each marking boundedness in either time or
space) while atelic verbs and mass nouns also share a representational similarity (by not
marking boundedness). In the current project I examine this possibility experimentally.The first
experiment replicated a finding from Strickland et al. (2015) in which non-signers lacking any
prior experience with sign language were shown signs from Italian Sign Language which either
contained a gestural boundary (as instantiated by rapid deceleration or contact between hands
and the end of the gesture) or did not contain a gestural boundary but did employ repeated
motion. After seeing the sign, participants saw two meaning choices, one of which was atelic,
one of which was telic (but neither of which was the actual meaning of the sign). Signs
containing gestural boundaries were more likely to be associated with telic meanings while
signs lacking gestural boundaries (but containing repetition) were more likely to be associated
with atelic meanings. The second experiment was identical to the first, but participants saw
meanings choices that were either count or mass nouns. Participants more readily associated
signs containing a gestural boundary with count meanings while they more readily associated
signs lacking such boundaries with mass meanings. A third and fourth experiment replicated
these results in the verbal domain. Signs either containing or lacking gestural boundaries were
replaced with written non-words with or without the phonological equivalent to gestural
boundaries and repetition. Thus the non-words either contained a phonological stop but lacked
repetition (e.g. "zod”) or lacked a stop but contained repetition (e.g. "zovov”). Just as in the
gestural domain, "stop” words like "zod” were more readily associated with telic verbs and
count nouns while words lacking a stop but containing repetition were more readily associated
with atelic verbs and mass nouns. Together, these results suggest that the telic/atelic distinction
and the count/mass distinction share deep similarities in how their typical referents are
represented. In both cases, the relevant categories encode boundedness in either time or space,
and people readily associate such boundedness/non-boundedness with the bounded/un-
bounded forms in gestural/phonological symbols.

Keywords: sign language, iconicity, core cognition, sound symbolism



Embodied actions, multimodality, and
environmentally coupled gestures across
Japanese conversational genre

Polly Szatrowski

University of Minnesota - United States

This panel investigates how embodied actions, multimodality, and "environmentally coupled
gestures” (Goodwin 2007) are used across Japanese conversational genres, including
storytelling among friends, institutional storytelling during museum guided tours, and talk
about food. Our approach builds on research related to the cooperative, distributed, systematic
use of public signs from diverse mutually elaborating semiotic resources (Goodwin 2011,
Streeck, Goodwin & LeBaron 2011), environmentally coupled gestures whose understanding
requires taking into account the structure in the environment to which they are tied (Goodwin
2007), and emotion as embodied performance (Goodwin, M. & Goodwin, C. 2000). The papers
show how embodied actions are orchestrated through multimodal coordination and
simultaneity of talk, prosody, facial expressions, gaze, head nods, touch, body posture, gesture
(iconics, deictics (McNeill 1992)), environmentally coupled gestures, and objects in the
environment.

The first paper investigates how Japanese storytellers and their recipients coordinate talk and
multimodal resources to achieve affect and affiliation during storytelling. The story teller may
suspend their telling to direct their gaze at a recipient and shift their facial expression in order
to indicate affect, affiliation and stance towards important events in the story. Thus, the
storyteller uses multimodal resources to model and solicit the relevant verbal and facial
response from the recipient, and achieve shared understanding.

The second paper examines Japanese storytelling within guided museum tours in the US. It
sheds light on storytelling in an institutional setting whose organization has distinctive goals
and situated identities (Zimmerman 1998). Visitors use iconic and deictic gestures, and changes
in body posture to display understanding, initiate repair, and identify features of objects related
to the guide’s story. They also use environmentally coupled gestures (such as touching and
handling objects on display) to categorize objects and the people who used these objects.

The third paper investigates how Japanese participants talk about the food they are eating at a
Taster Lunch or Japanese restaurant. The analysis shows how participants identify, describe
and evaluate the food through embodied performances of sensory experiences related to sight,
smell, sound, texture, and taste, that stimulate parallel performances by other participants.
Pursuit of response involves upgrades with exaggerated gestures, and demonstrations of the
actual process of smelling, tasting, etc. while interacting with objects and food in the
environment.

This panel furthers our understanding of how speakers use embodied actions, multimodality
and environmentally coupled gestures in a variety of Japanese conversational genres. The
analyses contribute to research on the organization of human action, cognition and social life.

PANEL ORGANIZATION:

Presentation 1: Orchestrating facial expressions, gaze and gesture in Japanese storytelling
sequences

Presentation 2: Teller and recipient embodied actions in Japanese storytelling within museum
guided tours

Presentation 3: Embodied performances of sensory experiences in Japanese talk about food
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Discussant

Keywords: embodied actions, multimodality, environmentally coupled gestures, storytelling, Japanese
conversation, sensory experience, gaze, face, museum tour
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Orchestrating facial expressions, gaze and
gesture in Japanese storytelling sequences

Shimako Iwasai
Monash University - Monash University VIC 3800 Australia, Australia

This paper explores how speakers and recipients orchestrate their facial expressions, gaze, and
gesture in the production of stories that involve reenactments (i.e. depicting and enacting some
event from the past) in Japanese conversations. The study focuses on coordinated facial
expressions of both the speaker and recipients before the speaker completes the utterance.
Sometimes the speaker suspends the production of talk for a moment in the middle of a telling,
turns their gaze towards the recipient, and launches an observable shift in their facial
expression. Their facial expressions are recognizable as indicative of affect and affiliation,
conveying the speaker’s stance. This practice is often found before and after speaker’s main
perspective of the story, and it serves to solicit a relevant response from the hearers. Following
the storyteller’s gaze shift and intensification of facial expression, the recipient reciprocates
responding to stance displays through their facial expression and/or vocal resources. This
paper builds on research on emotion and facial expression as an interactional resource that
embodies speaker’s stance toward the story (e.g. Goodwin & Goodwin, 2001; Perakyla &
Sorjonen, 2012). Perakyla & Ruusuvuori (2006, 2012) and Ruusuvuori & Perakyla (2009)
investigated how facial expressions help interactants coordinate their actions and regulate their
emotional expressions. Examining assessment activities, they demonstrated how the
storyteller’s facial expression extends the temporal boundaries of the action in question and
makes some aspect of the ongoing action persist after the turn of talk. They highlight roles for
face as one subtle device in securing shared understanding, and as a non-vocal means to pursue
a relevant response. Expanding the prior research, this study focuses on the coordination and
the simultaneity of multimodal resources of all participants by analyzing how participants
monitor each other and how they design their actions to be monitored through face, gaze and
gesture in the storytelling sequences. The present paper examines the way in which bodily
conduct is involved in eliciting as well as producing the appropriate reception of telling,
employing the empirical methods of Conversation Analysis and drawing upon studies of the
multimodal and embodied nature of the organization of human action in interaction (e.g.
Deppermann, 2013; Goodwin, 2013; Goodwin & Goodwin, 2004; Streeck, Goodwin & LeBaron,
2011). I demonstrate that interactions involve a fine-grained coordination of language and
visual resources. Specifically, collaborative actions are built by both speaker and recipient(s),
coordinating language structure with multimodal resources including gaze, head nods, hand
gesture, and facial displays. Results contribute to the developing body of research on the
orchestration of different modalities in interaction in the process of constituting coherent and
meaningful courses of action.

Keywords: multimodality, storytelling, Japanese conversation, facial expression, gaze, embodied actions
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Teller and recipient embodied actions in Japanese
storytelling within museum guided tours
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This paper investigates how tellers and recipients deploy embody actions during Japanese
storytelling within guided tours at an ethnic history museum and a cultural center located in the
United States. An increasing amount of research on storytelling has shown ways in which
gestures and other embodied actions such as facial expressions, gaze, and touch are important
resources in storytelling as a situated activity. Much of this research has focused on both tellers’
and recipients’ use of verbal language together with non-verbal resources (e.g., Mandelbaum,
2012; Szatrowski, 2010). However, with a few exceptions, there has been little attention paid to
the embodied actions of tellers and recipients in storytelling within institutional interaction
(e.g., Drew & Heritage, 1992), which is organized in relation to particular goals, roles or situated
identities (Zimmerman, 1998), and turn-taking practices. Here, we examine the hitherto under
explored ways in which tellers and recipients use non-verbal practices in storytelling within
specific institutional settings and activities within those settings. In particular, by focusing on
audio-visually recorded guided tours in a museum and at a cultural center showcasing Japanese
American history in the United States, we analyze episodes in which recipients’ use non-verbal
behavior together with verbalization in performing social actions in displaying their
understanding in relation to the current talk and/or objects on display. For instance, at times,
visitors use embodied actions such as iconic gestures (McNeill, 1992) during the storytelling,
and at other times use deictic gestures and body posture (e.g., leaning forward or looking up) to
initiate repair or to visually identify a feature of an object that was provided in the guide’s prior
talk. We also observe how visitors touch or handle objects on display, such as a pair of Japanese
iron sandals used by karate practitioners of Okinawan descent in Hawaii for their training, in
categorizing and evaluating objects, and categorizing the people who used those objects. The
analysis thus brings together work on environmentally coupled gestures (Goodwin, 2007) and
other embodied actions with talk and objects in informing our understanding of storytelling in
institutional and educational settings related to the teaching and learning of the ethnic history
of particular groups of immigrants.

Keywords: museum guided tours, Japanese, institutional interaction, ethnic history
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Embodied performances of sensory experiences in
Japanese talk about food
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In this paper I investigate how Japanese participants talk about the food they are eating. In
2013, wasyoku ‘traditional Japanese cuisine’ was honored by UNESCO as an Intangible Cultural
Heritage. The goal of this paper is to suggest how ways that Japanese people talk about and use
their bodies in talk-in-interaction while eating familiar and unfamiliar food can provide a
window on their multi-sensory experience of food. Unlike previous studies that focused on the
meanings of words for tastes and textures of food out of context (Backhouse 1994, Ohashi
2010), this study concerns how participants talk about food in spontaneous conversational
interaction while eating. The data come from 2 audio-visually recorded corpora: a Taster Lunch
corpus (13 conversations over a 3-course lunch with 3-4 dishes from Japan, Senegal and the
US), and a Restaurant corpus (8 conversations over a 3-course wasyoku meal).

[ show that the way people use their body and environmentally coupled gestures (Goodwin
2007, 2011) together with talk, prosody, and objects in the food environment can provide
insight into how they experience food through their senses. For example, a diner may identify
an unfamiliar food/drink by its smell. Subsequently, in pursuit of an agreement or response, the
speaker may upgrade her identification with an embodied performance smelling the food/drink
and animating her sensory experience using objects and food in the environment as in (1).

(1) 779b kao, o tikazuketa syunkan ni, nioi o kagu = ‘(my) face, the instant (I) bring (it) close (to
the juice), (I) smell (it)=" ((Beniko lifts her cup to her nose and smells the juice)) 780b "°A, kore
tte siso no kaorie” tte omou n da yo ne. ‘it’s that (I) think "°Oh, this is the fragrance of shiso
(perilla)°”, I tell you, you know.” ((Aki and Chikao lift their cups to smell the juice together with
Beniko)

In (1), Beniko describes how she smells BAFIRA (Senegalese hibiscus juice) while lifting her cup
to her nose and bringing her face close to smell it in 779b. Then she animates the direct quote of
her thought in a high soft pitch to show her delight in and certainty about the smell in 780b ("°A,
kore tte siso no kaoric” “’Oh, this is the fragrance of shiso°”’). Other diners monitoring her
performance partake of the smell in a similar manner, and subsequently agree or disagree with
Beniko’s identification. This study contributes to research on contextualized social and
cognitive activity, language and food, cross-cultural understanding, and the embodied use of
language. It suggests that even sensory information is not lodged solely in the individual, but is
sustained through and elaborated by actions of multiple participants together with talk,
environmentally coupled gestures, and prosody.

”ry

Keywords: food, sensory experience, smell, Japanese conversation, environmentally coupled gestures
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Gestures and foreign language teaching

Marion Tellier
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The foreign language (FL) classroom is a very specific place as far as communication is
concerned: first, the language used by teachers is both the means of instruction and the focus of
instruction (Cicurel, 1985, Gil, 2002); second, there is a strong linguistic asymmetry between
partners (Cicurel, 2002) on a proficiency basis (the teacher masters the target language better
than the learner). Consequently, to facilitate comprehension in FL and carry out his/her
teaching agenda, the teacher displays a whole range of gestures that serve different functions
and have specific properties (Lazaraton, 2004 ; Tellier, 2008; Azaoui, 2014 ; Tellier & Cadet,
2014). Teaching gestures appear to be somewhat different from regular co-speech gestures.
They are used by a teacher as a scaffolding strategy (Bruner, 1983) to help the learner
understand what is being said. Also, teaching gestures appear to be produced more consciously
than usual co- speech gestures. Most language teachers are able to describe their teaching
gestures, and some even have a complete gestural code that they share with their students
(Tellier, 2008). Teaching gestures are thus a real professional technique that can be improved
with experience and worked on in teacher training (Cadet & Tellier, 2007). This symposium will
focus on the analysis of gestures in FL teaching. Studies presented are based on naturalistic data
(classroom interactions) and/or data collected within experimental settings. The presentations
will shed light on the specific use of gestures in the FL classroom and how it questions what we
know about the different types of gestures in communication. A first talk, ” On the relevance of
interactive gestural function within instructional contexts ” questions the definition of
interactive gestures (Bavelas et al. 1995) in the context of the language classroom where the
speaker (the teacher) addresses several partners (the learners). A second talk, ” Why and how
do Silent Way teachers gesture? ” investigates the use of gestures when teaching with the Silent
way approach in which the teacher should remain silent and thus relies on gestures more than
speech to communicate. A third talk, ” ‘Playing’ emblems through drama activities in a second
language classroom ” sheds light of the use of emblems in the classroom as both a focus of
instruction and a medium to learn the language. Last, a fourth talk, ” Gesture and speech in
pedagogical discourse with a non-native speaker in two settings ” examines the link between
speech and gesture in pedagogical discourse in terms of synchrony and of semantic links in both
a natural setting and a semi-controlled one. We thus propose that language teachers’ gestures
are specific and bring up new questions on the use of gestures produced with a pedagogical
intention. We will discuss this through this thematic panel.

Keywords: teaching gestures, foreign language, classroom interaction



Symposium Tellier: Gestures and foreign language teaching

On the relevance of the interactive gestural function
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Theme panel : Gestures and foreign language teaching When Bavelas et al. (1992, 1995)
proposed to consider an interactive gesture category, their first argument was that previous
gesture research was based on data deriving from monologal contexts. Yet, they observed, most
common setting for discourse was face-to-face dialogue, which introduces the need for
interlocutors to coordinate their dialogue or refer to the addressee. Among the functions
interactive gestures may serve, some like requesting someone to talk may overlap pragmatic
functions. Consequently, it appears that the frontier of the category raises question all the more
so as other researchers either use it to refer only to those gestures that regulate turns (Kendon,
2004), or argue that interactive gestures may rather be grouped under pragmatic gestures
(Streeck, 2009). Besides, if Bavelas et al.’s initial argument was coherent with a social approach
to conversation, we believe the reflexion may consider an even broader definition of interaction
and encompass settings with more than two participants (Goffman, 1981). Instructional
contexts are one example. Their polylogal and polyfocal dimension (Azaoui, 2014, 2015;
Rivi‘ere & Bouchard, 2011) facilitates simultaneous interactions and complexifies teachers’
multimodal management of interaction (Azaoui, 2015). Besides, since there is more than one
addressee at a time, teachers’ gaze becomes a valuable source of information as to the identity
of his interlocutor.

Thus, the aim of our study is to determine to what extent Bavelas et al.’s definition of interactive
gestures is relevant in instructional contexts. We will answer the following questions: Is the
functional category as defined by Bavelas et al. operable for describing gestures in language
classroom? If not, which other definition may be more suitable to this specific context and help
determine which gestural dimensions can be considered more interactive? What about the role
of gaze to define the degree of interaction in terms of gestures?

Our analysis is based upon video corpora of classroom interactions in secondary schools in
France and Turkey. Interactions were transcribed and coded in ELAN (Sloetjes & Wittenburg,
2008) and analysed following a qualitative approach. The results show that the gestures that
can be considered as interactive are deictics and emblems. Notwithstanding, the question of this
function’s operability for describing teachers’ gestures can be raised. Indeed, it was found that
interactive gestures cannot be limited to those addressed to the interlocutor only as it was
found that a gesture is sometimes oriented towards a student but the gaze is directed to
another/others. Besides, apart from the gestures serving to inform most of the gestures dealing
with classroom management or student assessment (Tellier, 2006) are interactive.

Keywords: interactive gestures, instructional context, language teaching
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Several teaching methods place the use of multimodality at the core of their practice (e.g. Borel-
Maisonny’s M’ethode gestuelle for learning how to read and spell words). Despite true success
with teachers who teach to students with various disabilities (late language acquisition, SLI
children, deaf children, mental handicapped children), such pedagogies remain largely
unemployed and received little if no scientific interest - the haptic approach to spelling and
reading (Bara, Gentaz & Col’e, 2005) put apart. One pedagogical approach to language teaching
is of particular interest to people who work on gesture, namely, the ‘Silent Way’ (SW) method as
created by Caleb Gattegno (1976, 1978). Not only does it systematically represent linguistic
knowledge in a bimodal way - using visual charts to represent phonemic units as well as oral
words and sentences -, it presents itself as a specific way of teaching:

- SW aims at constantly forging awareness of the target language features in the students;

- SW subordinates teaching to learning as the former is based on the level and progression of
students, and it requires the active and permanent participation of learners.

As a consequence its most prominent characteristic lies in the teacher’s communication
behavior. Unlike in common teaching methods, the SW teacher remains silent, is busy eliciting
linguistic production from the students, and is constantly scaffolding their productions and
addressing feedback to them.

The empirical import of the study we present is to provide description and analysis of the
multimodal communication behavior of the SW teacher in the classroom, the part played by
gesture resources and their function. On purpose, we collected video data of nine teaching
episodes (4.30mn average duration) selected from a set of teaching sessions to adults that
involved six SW teachers. Teaching episodes focused on pronunciation, numeration, depiction,
and conversation. All participants’ visible communication behavior was transcribed and
annotated under ELAN for the following variables: speech, gesture (i.e. pointing,
representational, pragmatic and beat gestures), type of action (i.e. linguistic production,
eliciting, scaffolding, giving feedback on production, managing the lesson) both at the micro
speech turn and macro activity levels.

As expected, the SW teacher speaks less and gestures more than the students, whatever the
teaching session. The teacher’s gesture behavior is to be found in any type of activity including
those who strongly rely on speech in common method teaching (i.e. scaffolding the student’s
linguistic production, guidance, ‘on line’ assessment and feedback). In our presentation, we will
illustrate these findings with examples of the most striking gestured teaching techniques used
in SW. We will also question its underlying cognitive foundations within an embodiment and
mimism framework (Calbris, 2011; Gibbs, 2006; Jousse, 1974).

Keywords: Teaching, Foreign language, Silent Way, Gesture, Mimism

17N



Symposium Tellier: Gestures and foreign language teaching

"Playing” emblems through drama activities in a
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Theme panel: Gesture and foreign language teaching In this contribution we investigate the
effects of reproducing emblematic gestures or emblems (Ekman & Friesen, 1969; Kendon 1988;
McNeill 1995, 2000, 2005 inter alia) both on memorization of conventional expressions and
fluency, as practiced by means of drama activities by second language (L2) learners. We will
present, in particular, the results of a study involving ten francophone adult Italian learners (at
intermediate-advanced level) participating in a course of 46 hours entitled "Atelier d’italien au
travers des pratiques th’e"atrales” in a private Italian school in France.

The interest of incorporating emblems in a second language classroom has already been
established from an intercultural perspective (Calbris & Porcher 1989; Diadori 2002, 2013).
From a more pragmatic point of view, emblems are a potential source of misunderstanding for
L2 learners since these gestures can have different meanings in different geographical areas and
can be produced by native speakers without their spoken equivalent. In Mediterranean
countries like Italy, for example, emblems are in fact very numerous and play an important role
in everyday communications (see Diadori 1999; Poggi 2006; Caon 2010 for a classification).
Thus, the overall understanding of a second language can greatly benefit from the decoding of
the emblems of the corresponding culture.

Here we introduce and discuss the hypothesis that emblems can be used in a L2 classroom, not
only as intercultural comprehension promoters, but also as embodied conventional expressions
that can be reproduced ("played”) in drama activities in order to retain their meaning, trigger
dialogic interaction between learners, and boost fluency. This hypothesis is based on two main
evidences. On one hand, it is known that the reproduction of gestures has a significant positive
impact on the memorization of a second language lexicon (in young children at least) (Tellier
2008). On the other hand, several studies have demonstrated the effectiveness of drama-based
language teaching for acquiring foreign languages (see Haught & McCafferty 2008 for a review).
Thus, our contribution is expected to bring to the scene new elements of discussion on gesture
and foreign language teaching and learning.

Keywords: Italian emblems, drama based language teaching and learning, second language classroom
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Gestures occur with elements of high communicative dynamism, new, emphasized, or
contrastive information (McNeill, 1992). When interacting with a non-native speaker, native
speakers adapt their speech (Ferguson, 1975) and their gestures (Adams, 1998; Tellier & Stam,
2012) to facilitate comprehension. Gestures produced are larger, longer, and more iconic. In the
Foreign language (FL) classroom, teachers use gestures to build their discourse and serve
several pedagogical functions (Tellier, 2008). However, how gesture and speech are
coordinated in speech addressed to non native addressees has not yet been explored. In this
paper, we discuss both the semantic links and the synchrony between gesture and speech. Data
were collected in two different settings: (1) classroom recordings of French taught to foreigners
and (2) a task involving future French teachers explaining words to learners (Tellier & Stam,
2012).

We focus on how teachers explain vocabulary and how they use gestures and speech to build
their explanation. Analysis of data shows three main uses of gestures and speech:

First, gestures are used as subtitles of speech. They illustrate what the teacher says. In terms of
timing, gestures can be produced in synchrony with speech but they often start before the
target word and/or ends after it has been uttered. The use of speech pauses highlight keywords
of the discourse and facilitate speech segmentation and comprehension by the learners.

Second, gestures are used to disambiguate speech. In this example, the teacher explains the
word "la bavette” which is a piece of beefsteak, but there is an ambiguity as to whether it is a
"small piece of beef” or a "small beef” (calf):

Example 1: Teacher’s speech : petit beeuf ah c’est petit beeuf [petit morceau de beeuf {1}] ou
[petit beeuf

{2}] ? (Small beef ah is it small beef [small piece of beef {1}] or [small beef {2}]?) Teacher’s
gestures : {1} iconic gesture of both hands showing the shape and size of a beef-steak / {2}
iconic gesture with flat left hand at waist level showing the height of a calf

Third, gestures are used to complete speech. In this case they bring different information to the
learners. This is often used as a teaching strategy to elicit words from learners and facilitate
speech production. In the following example of the same teaching sequence, the teacher asks
how to cook beefsteak and expects a specific answer (which is "grilled”): Example 2:

Teacher’s speech: [et comment on les cuit (0.66) vous savez le mot {1}]? (Jand how do we cook
them (0.66) you know the word {1}]?) Teacher’s gestures: {1} iconic gesture of the flat right
hand moving several times from palm up to palm down like turning a beefsteak on a barbecue

Keywords: teaching gestures, foreign language, synchrony, semantic link

Discussant: Wendy Sandler
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Visual attention to gestures

Amelia Yeo
University of Wisconsin Madison - United States

People gesture when they speak, especially when their speech contains spatial information
(McNeill, 1992), or when they are in certain communicative contexts (i.e., instruction). Some
studies reported that in conversational contexts, listeners mostly fixated the speaker’s face and
only rarely attended to the speaker’s gesture space (Gullberg & Holmqvist, 1999, 2006; Beattie,
Webster & Ross, 2010). Gullberg & Kita (2009) reported that when listeners do fixate on the
gesture space, they do so primarily when the speaker’s own gaze falls on the gesture, hinting
that gesture form provides useful semantic information. Studies using an avatar speaker instead
of a human speaker reported that listeners had a much larger proportion of fixations to the
avatar’s gesture space (Nobe et al, 2000) than prior research with a human speaker. Thus,
gestures do appear to capture the listener’s overt attention, although the degree to which they
do so seems to depend on the conversational context and the identity of the speaker.

The symposium expands upon these findings by presenting papers that highlight the
importance of the speaker’s gestures to the listener across several different contexts. The paper
"Visual attention to gestures in face-to-face interaction - what eye-tracking can and cannot tell
us” addresses the implications and limitations of visual attention to gesture. The paper "The
effect of gesture redundancy and speech disfluency on listeners’ fixation to speakers’ gestures”
examines how listeners’ expectations about gesture causes them to allocate attentional
resources differently.

The two subsequent papers highlight the function of a teacher’s gestures in helping students
learn math by exploring how listeners pay attention to gestures in an instructional setting. In
one of the papers entitled, "Gesture guides visual attention during learning: Insights from eye
tracking”, the authors explore how gesturing during a math lesson for 9-10 year old children
guides the children’s visual attention more so than a lesson with speech alone and determine
what patterns of looking best predict learning. In the paper entitled "The Effect of Gesture on
Visual Attention During Math Learning in College Students” the authors explore how gesturing
during a math lesson for college students decreases students tendency to look ahead in the
problem during instruction, suggesting that one way gesture may facilitate learning is by
helping learners overcome their expectations.

In the proposed panel, we demonstrate instances where listeners allocate overt visual attention
to a speaker’s hand gestures and discuss the implications of these findings. All four papers
describe empirical research using eye tracking, and we hope to spark a discussion of the use of
eye tracking methods in gesture research. Gestures must be processed by listeners’ eyes, so this
methodology has the clear potential to inform our understanding.

Keywords: eye tracking, gaze, visual attention, attention, cognitive, communication, psychology, language,
instruction, comprehension, learning, interaction
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Visual attention to gestures in face-to-face interaction
— what eye-tracking can and cannot tell us

Marianne Gullberg
Lund University [Lund] — Paradisgatan 2 Box 117, SE-221 00 Lund, Sweden

We know that interlocutors attend to and process gestures as well as speech. We know less about how
overt visual attention to gestures works in interaction and what it indexes (but see pioneering work by
Argyle & Cook, 1976; Fehr & Exline, 1987; Goodwin, 1981; Kendon, 1990; Streeck & Knapp, 1992).

Eye-tracking is a useful tool for studying visual attention and — by extension — cognitive processes
underlying behaviour that rely on eye movements and gaze. It therefore holds great promise also to study
attention to gestures. Gestures are a potential locus for visual attention as visuospatial phenomena
representing movement in the visual field. They may also be the locus of visual attention because they are
symbolic movements that encode meaning closely related to but not necessarily identical to that expressed
in language and speech. Gestures could thus be visually attended to for low-level perceptual reasons or
for reasons related to higher cognitive processes such as information extraction. Finally, gestures are also
interactional, social phenomena. As such, their occurrence in situations governed by socially and
culturally determined norms for behaviour will modulate visual behaviour towards them. There is thus
potential tension between different mechanisms governing visual attention: the tendency to attend to
movement, the need to look at what you are seeking information about, and the social conventions that
govern gaze in interaction.

In this paper I will problematize these issues and discuss what eye-tracking can and cannot tell us about
attention to gestures in face-to-face interaction. I will exemplify three domains: a) the effects of gestural
spatial properties on fixations towards gestures in interaction; b) effects of social norms on fixations
across live and video-based settings; and c) the relationship between fixation and information uptake in a
complex setting where fixation does not always equal uptake, and uptake does not always depend on
direct fixation. These examples highlight some challenges involved in using eye-tracking to gauge
addressees’ attention to gestures. Crucially, just as gestures are multifunctional in interaction, so is gaze.
It is a vital component of visual perception and attention, but also a key facet of social aspects of
interaction and therefore under the influence of sociopsychological and cultural factors. Eye-tracking data
from interaction therefore presents rich and complex problems of interpretation to be handled carefully.

Keywords: gesture, interaction, eye, tracking, gaze
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The effect of gesture redundancy and speech
disfluency on listeners’ fixation to speakers’ gestures

Amelia Yeo
University of Wisconsin Madison - United States

Do listeners attend to speakers’ gestures? And under what circumstances do they do so? Current
research has not provided an unambiguous answer to the question of when and why listeners fixate
speakers’ gestures (e.g., Nobe et al., 2000; Gullberg & Holmqvist, 2002; Gullberg & Kita, 2009).

In this research, we examine the effects of co-speech gesture redundancy and speech disfluency on
listeners’ visual attention to co-speech gestures. Listeners might fixate to a speaker’s gesture space
when they expect the speaker’s gesture is expected to convey important information. Additionally,
disfluency in the speech stream could incidentally function as an indicator that the speaker is likely
to convey information in the hands. We predicted that listeners would fixate more to the gesture
space of the speaker when the speaker’s gesture contains essential information absent in speech
than when the speaker’s gesture is redundant with speech. We further predicted that listeners
would fixate more to the speaker’s gestures when speech is disfluent than when speech is fluent.

To address these questions, we conducted an experiment with a 2 (Gesture-
redundant/Nonredundant) by 2 (disfluent/fluent speech) fully-within subjects design. On each
trial, the participant viewed an array of shapes that included either one or two triangles. The
participant was then presented with a video of a speaker saying a sentence (e.g., "The triangle
changed from orange to grey”) while making a hand gesture that portrayed a property of a triangle.
For arrays with only one triangle, the speaker’s gesture was redundant. For arrays with two
triangles, the gesture offered disambiguating information. When the video ended, the participant
had to select, from four options, the one that matched the description given by the speaker.
Participants’ eye gaze was tracked throughout the experiment.

We coded whether each participant fixated on the video speaker’s gesture space at least once while
the speaker was talking. Listeners fixated to the speaker’s gesture space significantly more often in
the Gesture-Nonredundant condition than in the Gesture-Redundant condition, 2(1) = 8.74, p < .01.
Additionally, listeners fixated to the speaker’s gesture space significantly more often in the disfluent
speech condition than in the fluent speech condition, 2(1) = 3.03, p = .08. There was no significant
interaction between gesture redundancy and speech disfluency, 2(1) = 1.76, p =.18.

Our results support the hypothesis that listeners direct overt attention to a speaker’s gestures more
often than when the gesture conveys information not present in speech, implying that listeners
generate expectations about the perceived importance of the speaker’s gestures and direct
attention accordingly. These findings also provide tentative support for the hypothesis that speech
disfluency makes listeners generate expectations about which modality to attend to for information
uptake during communication.

Keywords: Eye tracking, co, speech gestures, gaze, nonredundant gestures, expectation, prediction,
comprehension, attention, visual, communication, psychology, experimental, empirical
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Gesture guides visual attention during math learning:
Insights from eye tracking

Eliza Congdon 1, Miriam Novack 1, Elizabeth Wakefield 1, Steven Franconeri >

1University of Chicago - Edward H. Levi Hall 5801 South Ellis Avenue Chicago, Illinois 60637, United States 2
Northwestern University — United States

Background. Teaching children a new concept with the help of gestures - hand movements that
accompany speech - facilitates learning above-and-beyond instruction through speech alone
(Singer & Goldin-Meadow, 2005). However, the mechanisms underlying this phenomenon are still
being explored. Here, we use eye-tracking technology to explore one mechanism - gesture’s ability
to direct visual attention. We hypothesize that gesture may facilitate learning, in part, through its
capacity to direct children’s attention to important components of a problem more so than speech
instruction alone. To test this idea, we examined how children allocated their visual attention
during a mathematical equivalence lesson either with gesture (Speech-Gesture instruction) or
without gesture (Speech Alone instruction). Procedure. We tested 55 children (31 females,
Mage=8.79 years, SDage=0.58,) in a pretest, training, post-test design. At pretest, all children solved
6 mathematical equivalence problems (e.g., 3+6+4= +4) incorrectly. During training, children
watched a series of 6 short instructional videos on a Tobii 1750 eye tracker in which a woman
explained the concept of mathematical equivalence (i.e. making one side of an equation equal to the
other side). One group of the children (N=30) saw training videos where the woman produced a
complementary "grouping” gesture along with the spoken instruction (Figure 1). The other group
(N=25) only saw the spoken instruction. Audio files were identical across conditions. After each of
the 6 videos, children solved a problem of their own on a small white board, and received feedback
on whether or not their answer was correct. After training, children completed a 6 problem written
post-test, comparable in form to the pretest, to assess learning. Preliminary Results. The groups
showed equal levels of learning during the training (MSpeech- Gesture=4.42 MSpeech-Alone=4.21,
p=0.74). However, on the immediate posttest, children in the Speech-Gesture condition performed
significantly better than those in the Speech-Alone group (MSpeech-Gesture=4.03 MSpeech-
Alone=2.92, p< .05), suggesting that children who learned from gesture may have gained a more
robust or stable knowledge of the concepts taught in training. Preliminary analysis of the eye-
tracking data shows that children in the two conditions watched the training videos for different
amounts of the total possible viewing time (MSpeech-Gesture=92.2% MSpeech-Alone=89.6%, p<
.05). However, these looking times did not significantly predict posttest scores (p=.83), suggesting
that overall visual attention cannot explain the differences in posttest performance. An analysis of
children’s allocation of attention across components of the scene demonstrated that children in the
gesture condition spent proportionally more of their total looking time attending to the gesture
space (p< .001) and to the answer of the problem (p< .01), whereas children in the speech
condition looked more toward the experimenter (p< .001). Future analyses will continue to
examine more specific patterns of visual attention and statistically model which of these differences
in visual attention best account for variations in learning outcomes.

Keywords: gesture, eye tracking, learning, mathematics
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The Effect of Gesture on Visual Attention During Math
Learning in College Students

Nicole Hendrix 1, Kimberly Fenn 2, Susan Cook !

! University of lowa - United States > Michigan State University - United States

The beneficial effect of gesture on learning has primarily been studied in children. Adults, with fully
developed language, might be less likely to benefit from gesture. Indeed, a recent meta-analysis
suggests that gesture may offer a greater benefit to younger participants (Hostetter, 2011). We
investigated the effect of gesture on math learning in college students, using a paradigm similar to
the mathematical equivalence paradigm well-studied in children. We recorded eye gaze to provide
insight into the mechanism by which gesture might influence attention and promote learning. We
examined learning of an abstract mathematical system (a commutative group of order 3, adapted
from Kaminski, et al., 2008). Twenty-five participants were randomly assigned to either a speech
alone or a speech and gesture condition. After familiarization to the rules for combining symbols in
the novel math system, participants viewed carefully-matched videorecorded lessons explaining
how to solve more complex problems. They were then tested on additional problems, and on
transfer to a novel system. Participants returned for a second test 24 hours after the initial training.
The participants wore a head-mounted eye tracker across both days (Figure 1).

A multilevel logistic regression model was used to examine differences in learning across
conditions while accounting for subject and item variability. Preliminary analyses reveal that
participants tended to learn more in the gesture condition (bNo Gesture = -.58, p=.16, Figure 2).

Unlike studies using the visual world paradigm (Tanenhaus et al., 1995), and similar to studies of
action perception (Flanagan & Johansson, 2003), in both the gesture and no gesture conditions,
participants’ gaze to symbols typically anticipated reference to the symbols in speech. To assess
differential anticipation across conditions, we analyzed the timing of the first look to the right side
of the problem during the explanation. All participants looked to the right side of the equation prior
to mention in speech (Figure 1). However, we found that participants in the gesture condition
shifted their attention to the right side of the problem significantly later than participants in the no
gesture condition (t(18)=2.27, p=.018). Future work will probe patterns of attention in greater
detail, during both the instructional period and the problem solving tests. Visual attention is known
to be influenced by endogenous and exogenous factors. Our findings suggest that gesture may be an
important tool that can support exogenous control of attention. Listeners seem to be predicting and
anticipating where they will need to look, but in doing so, they can lose their coordination with the
auditory information. This may be particularly harmful in learning situations where listeners do not
have the knowledge they need to make effective predictions. Thus, one way gesture may facilitate
learning is by helping learners overcome their expectations.

Keywords: Math learning, Eye tracking, College students
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Conductors’ style of gaze communication during music
performance and rehearsal

Sofia Albanese, Isabella Poggi
Roma Tre University - Via Ostiense 234 - 00146 Roma, Italy

The goal of this work is to apply the results of some research on gaze communication in the domain
of orchestra and choir conduction. Research in Sign Language and bodily communication attributed
various functions to gaze: syntactic marker (Emmorey, 2005), emotion expression (Ekman, 1979),
turn-taking (Goodwin, 1991), backchannel (Jokinen, 2004), but also pointing, iconic communication
of physical and mental properties, sentence performatives, metadiscursive functions (Poggi, 2007).
This rich repertoire of meanings exploited in everyday communication makes also part of the
multimodal code of the Conductor during music performance and rehearsal.

A first step of our research has been to analyze the meanings conveyed by the conductor’s gaze in
two specific conductors. An observational qualitative analysis was conducted. All items of
communicative gaze found in fragments of music conduction were analyzed through an annotation
scheme that 1. describes each gaze in terms of its communicative parameters (eye direction,
eyebrows movements, eyelids aperture...), 2. attributes it a meaning (e.g., give the attack, blame,
express anger, ask for a ”"piano”), and 3. classifies it as to its musical function (e.g, to provide
indication on intensity, rhythm, frequency, expressiveness) and as to the exploited semiotic device
(codified, directly iconic, indirectly iconic).

Results showed that the meanings of gaze are shared across Conductors (e.g., both raised eyebrows
always convey or accompany a request of singing/playing "piano”; raising only part of an eyebrow
indicates higher tunes). The items of gaze that express emotion may be aimed at favoring the
performance of singers’/players’ technical movement (a frown expressing anger calls for a "forte”),
but also at conveying the Conductor’s emotion about present performance (ecstatic shut eyes
convey enjoyment), inducing in players/singers the emotions to be impressed to music (inner parts
of eyebrows raised, displaying sadness, ask for a sad sound). Finally, gaze also conveys mental
states (close eyes = concentration) and solicits the technical movement (frown of effort = sforzato;
raised eyebrows of circumspection = play softly), while gaze direction requests attention to warn,
monitor performance, or give the attack.

After finding the "lexicon” of the Conductors’ gaze, the second step was a more extensive
observational analysis aimed at comparing the gaze communication of various orchestra
conductors, in order to find out differences in their respective style of conduction. The relatively
monotonic use of gaze by Toscanini (almost always with his internal eyebrows raised, as in a sad or
worried expression) was compared to one of Karajan (who very frequently used to conduct with his
eyes shut, but notwithstanding this by his eyebrows could express emotive nuances), and to the
very active gaze behavior of Bernstein (using eyeclosings, frowning and eyebrow raising in a very
expressive way).

Keywords: Conductor, gaze, music performance, style
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The mediator gesture in dance improvisation

Graziela Andrade

Universidade Federal de Minas Gerais (UFMG) - Av. Antonio Carlos, 6627 - Pampulha - Belo Horizonte - MG,
Brazil

From the point of view of Agamben (1992) we realize that gesture relates to making visible a means
as such it, to expose mediality itself , making apparent the "being-in-the-midst-of” which makes
men beings of language. We are never something prior to another one in isolation, as it is the
mediality that shapes the beings who we are and, similarly, it also conforms what we gesturally are.
The mediator character is instrinsic to human movement and that is what the gesture would reveal.
[t is facing this starting point that we propose a discussion between gesture and dance, which in
turn, in the same author’s view (Agamben, 2011) would operate between potency and act, that is, it
would record an intermediate being between the possibility and the reality which it is a resultant
of. For such research, it is necessary to call two other notions of a single author even; the
embodiment and the improvisation in dance, by Bernard (2006). The first concerns to a plastic
notion of an open body that is, at the same time, sign and reflection of culture, of the imaginary, of
our social and political practices in general. The term embodiment realizes an unstable and moving
reality; it translates the network image of forces and intensities which we come across and which
cross us, continuously. If the embodiment is openness, then sensoriality is the permanent crossing.
The embodiment is thus governed by the sensoriality that is, in itself, the crossing. Dance
improvisation in turn will relate to alterity and is understood a priori as a founder and primary
work of embodiment about itself in its relation to the space-time, vital, material and human
environment. That being sad we have an idea of gesture, which coincides with mediality itself; of
dance, that reveals something about this "be-in-the-middle-of”; of embodiment which passes
through and is crossed by the among, and of improvisation, which operates facing difference. Thus,
we intend to propose a theoretical reflection that points to the possibilities of thinking and
analyzing gesture in danced improvisation as "being-in-the-middle-of unfolds,” that is, we suggest
that, in this context, dance produces and reveals a gestural orchestration with regards to the ways
the subject belongs to and builds his own spatiality and also the ways in which each body arranges
and itself, combines and seeks to harmonize the lines of force (Deleuze, 1992) through which it is
continuously crossed.

Keywords: Body, Gesture, Dance, Improvisation
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The role of gestures in achieving understanding in
Early English teaching in Denmark

Maria Vanessa Aus Der Wieschen, Sgren Wind Eskildsen

University of Southern Denmark (SDU) - University of Southern Denmark Department of Design and
Communication Alsion 2 6400 Sgnderborg Denmark, Denmark

A unique characteristic of many foreign language classes, including those in Danish primary
schools, is that the foreign language is both content and medium of instruction. That is, students are
taught in a language that they are not yet very familiar with. Foreign language teachers can make
use of several resources to make their talk more comprehensible, not only obvious ones such as
translations to the L1 and providing pictures or realia, but also gestures. This paper investigates
gestures employed by the teacher in the pursuit of intersubjectivity in early English teaching in a
private primary school in Denmark. The use of multimodal resources employed by teachers in
foreign language classrooms has been studied by e.g. Muramuto (1999), Lazaraton (2004),
Taleghani-Nikazm (2008), Eskildsen & Wagner (2013), Sert (2015). This research has established
gestures as a pervasive phenomenon in language classrooms, used in the service of establishing
intersubjectivity, explaining new vocabulary, indexing previous shared experiences, and - in a more
principled manner of speaking — how effective use of gestures is a crucial component of a teacher’s
classroom interactional competence (Walsh 2006).

This paper brings this established agreement on the importance of gestures in classroom
interaction to bear on early foreign language learning: Whereas prior work on gestures in L2
classrooms has predominantly dealt with adult L2 learners, this paper investigates the extent to
which a teacher makes use of gestures in early child foreign language teaching. Using multimodal
conversation analysis of three hours of classroom instruction in a Danish primary school, we
uncover how a teacher uses gestures to enhance the comprehension of his L2 talk when teaching
English in the 1st and 3rd grade, both of which are beginning levels following a school reform in
Denmark in 2014.

In particular, we look at how the teacher combines deictic and iconic gestures with reformulations
in the pursuit of the pupils’ understanding - and how the children respond. Preliminary analyses
indicate that the pupils orient to the teacher’s embodied practices in their responses, either in the
form of return gestures (de Fornel 1992), recyclings of the teacher’s gestures to help other pupils
understand the on-going discourse, or displayed task accomplishment. From the
ethnomethodological and usage-based stance taken in this paper, these findings have important
implications for early foreign language learning and teaching: processes of understanding are
socially observable phenomena, made available by the participants through language or other
semiotic resources, that must accompany learning. Therefore, the pursuit of pupils’ displays of
understanding is crucial for usage-based L2 learning to occur. The understanding and participation
enabled by the teacher’s embodied practices constitute, in this situation, the primordial scene
where usage-based L2 learning begins (Eskildsen 2015).

Keywords: classroom interaction, young learners, foreign language learning, conversation analysis
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Getting to the Elephants: Gesture and
Preschoolers’ Comprehension of Route Direction
Information

Elizabeth Austin, Naomi Sweller
Macquarie University (MQ) - Macquarie University NSW, 2109, Australia, Australia

Communication between individuals combines different forms of expression, both verbal and
nonverbal, to establish mutual understanding between speakers and listeners (Tversky, 2011).
Conveying and understanding spatial task information, such as navigating though environments, is
a part of everyday life for both adults and children (Ehrlich, Levine, & Goldin-Meadow, 2006). There
is some evidence that both the verbal and nonverbal information produced by speakers is integral
to child listeners’ comprehension during small scale spatial tasks (Austin & Sweller, 2014). In
spatial tasks, such as following novel route directions, listeners do not have the benefit of previous
perceptual and motor experiences. Rather, the ability to successfully follow route directions
requires listeners to construct a mental representation of space based on a verbal description.
Therefore, the aim of the current study is to examine the effects of presenting gesture during
encoding on large scale spatial route direction recall. Children (N=173) aged between 3 and 4 years
were presented with verbal route directions through a zoo themed spatial array (2.5 meters x 3
meters). Depending on assigned condition, the verbal route directions were accompanied by either
no gestures, beat gestures (rhythmic hand movements), or a combination of both iconic
(pantomime) and deictic (pointing) gestures. Following presentation of the route directions,
children performed two recall tasks: verbal recall, in which each child verbally recalled as much of
the route as they could, and "cued” recall, in which children physically walked around the display,
following the route directions as closely as possible. Children presented with verbal route
directions accompanied by a combination of iconic and deictic gestures recalled more overall than
children presented with beat gestures or no gestures accompanying the route directions. This
pattern of enhanced recall following the presentation of combined iconic and deictic gestures held
for both verbal ad cued recall. These findings suggest that the presence of gesture during encoding
plays an integral role in effective communication during language development. Not all gestures are
equal however, with little beneficial effect seen for beat gestures. This study is an important step in
understanding the role our hands play in shaping the way we think about and communicate spatial
concepts, particularly in early development.

Keywords: Comprehension, development, cognition, spatial, communication
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Whiteboard, deictics and gaze: prompting as a
plurisemiotic action

Brahim Azaoui

Laboratoire Parole et Langage (LPL) - CNRS : UMR7309 - 29 av. R. Schuman - 13621 Aix-en-Provence cedex
1 - France, France

Language teachers resort to a plurality of semiotic supports to make the pedagogical content easier
to understand and to have their students gradually become linguistically autonomous. Among the
strategies to do so, prompts, which "include a variety of signals, other than alternative

reformulations, that push learners to self-repair” (Lyster & Sa,’ito, 2010), have certain efficiency

(Lyster & Sa’ito, 2010; Ellis, 2005). There are very few studies that analyse the gestural prompting.
Muramoto (1998) and Taleghani-Nikazm (2008) showed how gestures participated in the
correction process either by indicating the locus of the error or by eliciting grammar self-
correction. In this talk, we will discuss the way prompts are performed nonverbally in language
teaching classrooms. The corpora under study include two different instructional contexts: teaching
French as a second language to non native students and French as a first language to native
students. Note that it is rather common in France to have the same educator in charge of these two
classes. More than 380 minutes of video corpora were transcribed and coded using ELAN (Sloetjes
& Wittenburg, 2008) using McNeill's typology (1992) for coding gestures’ dimensions and Tellier’s
(2006) for coding teaching gesture functions.

Three main questions were answered : 1) What gesture types are recurrently produced during
prompts? 2) Who/what does the teacher look at while producing her deictics?

3) To what extent is the prompt production context-sensitive? The findings confirm previous
findings by Muramoto, in particular the use of the cup-hand gesture to have students self-correct.
Deictics were also regularly used in a metonymic function, ie., while she is pointing at the student
the teacher does not refer to the student per se but rather his previous utterance. This gesture
strategy allows the construction of joint attention and collective correction. As for the gaze/deictics
synchrony, results show the importance of the whiteboard in the prompts performed by the
instructors. Indeed, we observed that prompting is a plurisemiotic and multimodal realization as it
relies on the interaction of three different semiotic signs - gaze, whiteboard and gestures: the
teacher gazes at the students while pointing at the whiteboard. This multidimensional action
enables her to use the whiteboard as a "silent scaffolding” (Bouchard, 1998) to lead the students to
self-correction. This study deepens our understanding of how this nonverbal prompting is
performed and how it serves the teacher’s pedagogical intents. Finally, given the specificity of our
corpora, the findings show some context-sensitivity in the way plurisemiotic prompts are realized.

Keywords: prompt, deictics, gaze, whiteboard, classroom interaction
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Multimodality and Complexity in Children’s Negations

Pauline Beaupoil-Hourdel

Langues, Textes, Arts et Cultures du Monde Anglophone (PRISMES) - Université Paris III - Sorbonne nouvelle
: EA4398 - UFR du Monde Anglophone, 5 Rue de I'Ecole de Médecine, 75006 Paris, France

Previous research in first language acquisition has shown that negation is a great locus to analyze
children’s spoken and non-spoken means of expression (Clark, 1970). The present study scrutinizes
the interplay between modalities of expression (speech, gestures, vocalizations and body
movements) in the construction of negation to account for the complexity of language. This
multimodal study brings together functionalist and constructivist theoretical approach (Tomasello,
2003), embodied interaction and gesture studies.

The data is composed of two monolingual French and English children filmed monthly from 10
months to 4 years old in natural mother-child dyadic interactions. A negation was coded when the
child or the mother used 1) a spoken negation like no or not in English, non or pas in French, 2)
when the speaker used body movements (headshake, pushing objects away) that contributed to
express negation and 3) when the interlocutor understood the speaker’s behavior as being
negative. Using a coding system relying on the use of several compatible programs to combine
qualitative and quantitative analyses (Beaupoil-Hourdel et al. 2015), all combinations of spoken
and non-spoken negations were coded. Overall, 1172 multimodal negations with 537 occurrences
in the English data and 635 in the French data were analyzed.

Previous work on the role of gestures in spoken and gestural multimodal utterances have shown
that gesture 1) can be equivalent to speech, 2) can complement speech and thus contribute to the
construction of meaning in interaction, or 3) can supplement speech by adding a layer of meaning
to the spoken utterance (Capirci et al., 1996). This study shows that when children combine
modalities to express negation, one can identify several levels of syntactic and cognitive complexity
(Sekali, 2012) in the construction of meaning. Cognitive complexity corresponds to the internalized
structure of utterances rendered visible by the use of modalities whereas syntactic complexity
refers to complex sentences. It is thus necessary to analyze the role of all combinations of
modalities of expression in children to understand the complexity of language.

Results show that several levels of cognitive/syntactic complexity are possible:
1) the multimodal utterance is neither cognitively nor syntactically complex;
2) the multimodal utterance is cognitively but not syntactically complex;

3) the multimodal utterance is cognitively and syntactically complex.

Adopting a multimodal approach helps broaden our understanding of complex structure. Indeed, in
3) children produce single-clause utterances and thus simple syntactic sentences. Yet, the
association of speech with a non-spoken modality contributes to simultaneously and multimodally
express complex sentences with two or more predicates. This study shows that the use of
synchronized modalities in negative contexts should be considered a syntactic and cognitive skill.
Multimodality therefore implies the re-evaluation of what a complex utterance is.

Keywords: Negation, Cognition, Complexity, Multimodality, Syntactic Complexity, Cognitive Complexity
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Developmental aspects of the use of linguistic and
gestural elements in German Sign Language (DGS) in
narrative discourse

Claudia Becker, Martje Hansen, Patricia Barbeito Rey
Humboldt-Universitit zu Berlin (HU-Berlin) - Unter den Linden 6 D-10099 Berlin, Germany

In face-to-face interactions children and adults combine linguistic devices and gestures to tell a
story. Co-verbal gestures can serve - inter alia - textual functions, e.g. highlighting the climax of a
narrative. In sign languages, linguistic and gestural devices are combined in a complex way. To
mark the high-point, narrators a) emphasise the climax by linguistic and textual devices (e.g. by
repeating the related lexemes, use of contrasting lexemes, by describing in detail the climax), b) use
a combination of lexical and gestural devices like depicting signs and constructed action (CA) to
illustrate the climax, and c) use nonverbal devices pragmatically to assure the attention of the
interlocutor (e.g. body/head movements, raised eyebrows, laughing, eye contact).

Findings on spoken and signed languages provide evidence, that the ability to produce narratives
with complex discourse structures and the use of co-verbal gestures as an additional resource for
marking the narrative structure develop with age. Children seem to reach developmental
milestones in marking the narrative structure at the age of 6/7, 9/10 and 14 (e.g. Colletta et al
2015, Emmorey & Reilly 1998, Quasthoff & Hausendorf 1996). Therefore, the aim of our study is to
find out how deaf children learning DGS as their mother tongue make use of linguistic and gestural
devices to mark the climax in narrative discourses across these different age groups.

Method: We elicited authentic stories from deaf children who were 7, 10 and 14 years old (8
children in each age group). All children narrated an event to a deaf interlocutor, which was stage-
managed beforehand in always the same manner in the classrooms. The narratives were
transcribed and the use of each articulator (hands, body, gaze, mouth, mimic) is analysed in relation
to the representation of the narrative climax.

Results: Our findings confirm prior research findings, i.e. the increasing length of narrations
corresponds to an increasing number of different linguistic and gestural methods to mark the
climax. Furthermore, we find in relation to climax that a) the use of linguistic devices like
repetitions increases with age; b) depicting signs and lexemes are modified by body actions to
stress and to dramatize the climax in all age groups, but 7-years old show little mimic related to CA.
Gaze behaviour in CA changes remarkably with age. c) 7-years use only very few mimic signals like
laughing. As for body movements towards the addressee to mark climax, often 10- and 14-years old
reduce body movements to head moves, and use more mimic than the youngest group.

Conclusion: With increasing narrative competence, our test persons show an increasingly
elaborated combination of linguistic and gestural devices.

Keywords: sign language acquisition, narrative competence, coverbal gesture, climax markers
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The Interaction of Sign Language and Gesture in
Theatre Performance
Gal Belsitzman, Wendy Sandler, Atay Citron

The University of Haifa - Israel

Artistic and metalinguistic uses of language, as in poetry and language games, manipulate aspects of
linguistic structure for aesthetic effect or entertainment. By extending language beyond its normal
boundaries, such manipulations can reveal much about underlying linguistic form and
communicative function (Bagemihl 1995, Christen 1998). Similarly, the artistic use of the body by
deaf actors in our Sign Language Theatre Laboratory goes well beyond the gestural repertoire that
typically accompanies speech or sign to reveal the full gestural potential of the human body.

In this study we show that the accepted categorization of gestures (McNeill 1992) is exploited in a
unique way in visual theatre that combines signs with gesture and mime. By artfully blurring the
line between language and gesture, theatrical performance by signers casts each into high relief,
and reveals an expanded repertoire of visible communicative combinations.

Our videotaped data include an improvised restaurant scene in which the waitress describes the
daily specials. In the actress’ creative and amusing depiction, we find: (1) the full continuum from
language to gesture (McNeill, 1992; Kendon, 2005) - gesticulation, pantomime, emblems, and sign
language (e.g., see Figure (1a,b) for a sequence of pantomime and a lexical sign in describing the
same event); and (2) use of different parts of the body to produce a range of gestural and linguistic
dimensions simultaneously. The result is a medium that merges communicative with corporeal
compositionality.

Figure (2) below exemplifies a complex, simultaneous, compositional bodily expression. (a) The
actress’ right hand is configured to represent a linguistic classifier for a flat object (a steak). (b) Her
left hand pantomimes flipping the meat in a pan. (c) On her face is an iconic mouth gesture for a
visual ‘sound’ - the impact each time the meat hits the pan. This is an example of the way in which
the roles of mouth and hand in speech are reversed in the iconic gestures accompanying sign
language (Sandler 2009). (d) At the same time, the body swings to enhance the effect of the motion
conveyed by the hands.

This body movement represents a new non-manual gesture category that arises from our data -
Enhancement Body Beats (EBBs) - in which the body mirrors and magnifies the action of the
manual gesture. As rhythmic movements aligned with the prosodic patterns of signing, EBBs
resemble manual beats (Gullberg 1998), and are another switch in the roles of different parts of the
body from those of spoken language. The hands convey the content of the message, and the body
conveys the beats.

These and other examples in our analysis of an artistic medium that is exclusively visual go beyond
the familiar gestural continuum to manifest a compositional medley of communicative actions.

Keywords: Sign Language/Gesture/Theatre/Multimodality/Compositionality

136



Talks

Gesture on Ancient Maya Artifacts

Anna Bishop, Erica Cartmill
University of California Los Angeles (UCLA) - United States

Gesture is depicted on artifacts from ancient cultures, yet it is surprisingly understudied in
archaeology. It is important that archaeologists learn to identify and interpret gesture because it
provides a unique window onto the communicative and cultural practices of societies that cannot
be studied in vivo. Gesture can also be studied independent of text; this is particularly valuable in
artifacts from the New World where imagery is abundant but text is limited. The Maya are an ideal
subject for such analyses because of the rich repertoire of posed figures found in ancient Maya
art. Researchers have only recently begun to examine the communicative potential of the body in
ancient Maya art. Studies have identified and described a few gestures in Maya art that appear in
specific contexts (Houston, 2001; Looper, 1983; Miller, 1983). A more holistic study of body forms
in Maya court scenes proposed that certain arm positions were used to signal social status of
figures in the scene (Ancona-Ha et al, 2000). These studies provide contextual descriptions of
gesture on artifacts, but their analytical approaches have more in common with art history than
studies of living human gesture. Our work extends archaeological gesture research beyond this art
historical approach by introducing coding variables and interactional perspectives from behavioral
gesture research. We believe that this methodological cross-fertilization will generate new
directions in the study of gesture in ancient societies and open up new times and peoples to
contemporary gesture researchers. Here we examine hand gestures on Classic Maya ceramics (200-
900 AD), from materials available on the Mayavase Database and at the Popol Vuh Museum in
Guatemala. The corpus contains artifacts from multiple geographic regions and includes scenes of
elite court life, the supernatural realm, rituals, and myths. We code hand shape, direction, and
accommodation for each depicted character, and categorize figures according to their social status,
gender, and relation to one another. We compare gesture form to gesturer status, interlocutor
status, and the relationship between the two figures. By highlighting the interactive elements of
depicted scenes, our analysis bridges traditions from archaeological and behavioral analysis and
sheds light on the practices and beliefs surrounding social interaction in Maya civilization.

Keywords: archaeology, art, ancient, status, interaction, Maya, artifact
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Time is on my side (or not): Gesture and spatial
metaphors of time in English-speaking studio
animation designh

Janet Blatter
National Film Board of Canada (NFB) - Canada

This paper highlights speech, gesture, and spatiotemporal conceptualization in time-based visual
design, ie., animation planning. While design discourse has been studied (Tversky, 2011), more
research is needed to understand gesture in time-based design, and where gestures may include
holding tools. We investigate how English-speaking, studio-based animators use speech and gesture
during planning. Animation planning requires artists to assume various frames-of-reference (FOR),
sometimes taking the temporal and physical FOR of the artist or audience viewing the work real-
time on a 2D plane, or from a compressed or expanded timeframe and 3600orientation of a
character in the 3D fictive world. (Blatter, 2007). In other words, animators have to shift FOR. Does
shifting FOR influence the gestural nature of spatial metaphors of time?

We build on existing research pointing out relationships between conceptualization in speech and
concurrent gesture (McNeill, 2005; Kendon, 2004; Goldin-Meadow and Alibali, 2013), language and
space (Levinson, 2003), and between FOR and spatial metaphorizations of time (Boroditsky, 2000,
2001; Nu'n'ez, & Cooperrider, 2013). Also relevant to the present study are current cognitive
perspectives of spatiotemporal conceptualization and language as being grounded (Barsalou,
2008), embodied (Hostetter, & Alibali, 2008), and situated in environments and cultures (Hutchins,
2005; Nu'n"ez, & Sweetser, 2006).

This study focuses on open-ended interviews with eight Canadian and British English-speaking,
studio-based animators described their design process. In all cases, the artists were holding, or
looking at, objects. Of 480 minutes of videotaped sessions, 912 sequential speech/gesture
utterances referring to space, time, or motion were coded for this study, inc: FOR (allocentric,
egocentric, intrinsic), temporal category (deictic, sequence), gestural type (deictic, beat, iconic,
metaphoric), and gestural motion (lateral, sagittal, vertical), tool mode (hand-held or display).

Findings revealed that shifting FOR was weakly associated to English as determining gestural
motion, or gesturing spatial metaphorizations of time. However, the same gestural motion was 3X
more likely to continue regardless of its immediate prior gestural type as beat, iconic, or
metaphoric. For example, an iconic gesture for a vertical filmstrip immediately preceded a similar
metaphorical gesture for the "length of time”. Or, a sagittal, circular metaphoric gesture for "length
of time” preceded an iconic gesture for "shearing the sheep”.

In all subjects, a physical object grounded the discourse, offering environmental affordances to
think about space and spatial metaphorizations of time. This also points to the polysemic nature of
certain gestures, suggesting expressions of conceptual blending.

This research concurs with studies indicating environmental affordances, here as hand-held tools
or displays. It also suggests a priming effect of gesture in discourse and perhaps conceptualization
and simulation. This effect should be further investigated in neuro-linguistic, -cognitive
examinations of simulation-as-stimulation, differentiation (Straube, Green, Bromberger, Kircher,
2011), and "reuse” in motor neuron activity (C’anovas & Manzanares, 2014).

Keywords: co, speech gesture, animators, gesture type and sequence, spatial representations of time, FOR,
grounded cognition
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Gestural impact of poetic licence: insights from poetry
in sign language
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In a seminal work, it has been proposed that a manual-visual rather than oral-aural mode
predisposes not only the language itself but also its art forms to certain special characteristics [6].
Sign languages are conventional and constrained: physiologically, ‘phonologically’, grammatically
constrained. Crosslinguistic studies of sign languages show that they differ in their core lexicon but
tend to rely on common use of spatial references and iconicity, in relation with their gestural
ground [5]. Signers and speakers share manual and non manual cues (coverbal gesture) on which
gestural languages are built, following systematic rules. These discourse and narrative rules
specifically concern manual handshapes, the use of space, body and eyegaze movements [4]. This is
true for segmental and suprasegmental parameters [3]. The poetic function figures especially in
Poetry where signers can exploit what has been called "internal” and "external” poetic structures
[6]. Poetry is also a place where freedom or even transgression from the linguistic rules can be
expressed, even if such cases of real transgression are rarely reported in the literature [8].

Our study is based on plurilingual and bimodal data we collected in poetic performances (published
like in [1], or unpublished), including crossmodal translations [2], drafts, interviews, and
experimental procedures with motion capture. We address three related topics. First, we question
the statement that "external poetic structures” (such as creating a balance between the two hands)
is "special to sign language poetry” [6] in our corpus of embodied performance of translation of
signed poems. Second, we suggest and illustrate that the range of gestural distortions used in
poetry and its translation has to do with ambiguity and implicit or unspecified reference rather
than real ‘rule-breaking’ processes. We give examples where the signer is playing with ambiguous
spatial references, shifting roles. We also focus on suprasegmental cues and underline the rhythmic
and spatial-melodic patterns we found in poems either originally created in LSF or translated from
spoken languages. We then pay attention to the way the signer maintains manual handshapes (like
alliterations in spoken languages [6]) and strings consecutive signs together. Finally, we explore
through metalinguistic and epilinguistic interviews the sociolinguistic reasons why poetic deviation
rather than violation is a privileged means of creative signing, either by authors or translators.

Keywords: sign language, poetry
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Gestural alignment in consecutive interpreting?

Franziska Boll

European University Viadrina Frankfurt Oder (EUV) - Grofle Scharrnstrafie 59 15230 Frankfurt (Oder)
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Interpreting is often described as a verbal translation of speech. However, as Kendon (2004) and
McNeill (2005) showed, speaking should be considered as a multimodal process in which gestures
play a particular role. Based on these observations, Poyatos (2008) argued that gestures need to be
regarded as important as speech in interpreting processes. However, so far gestures are only
selectively taken into account, most often in the investigation of simultaneous interpreting (e.g.
Rennert 2008, Rodrigues 2007). Here the interpreters tend to sit in sound-proof booths, which
means that the audience can not see them gesturing. This paper addresses a different, more
interactive form of interpreting: consecutive interpreting, in which the interpreter generally stands
next to the speaker. Typically both can see their respective gesturing. The study aims at showing
whether in consecutive interpreting both the narrator and the translator align in gesture and
speech. Put differently, the question is posed, whether the narrator and the translator influence
each other through speech and gestures or whether they adhere to their own kind of gesturing and
speech in the interaction. To answer these questions, five storytellings with consecutive
interpreting of the children’s picture book "Das Zauberei” ("The magic egg”) by English and German
native speakers have been video recorded (about 50 minutes). Before the recording, participants
had some time to make themselves familiar with the story to subsequently tell it to a child-audience
from memory. In order to find out if and how the story being told is changed when both the
narrator and the interpreter see each other, two experimental conditions were set up. In the first
condition the narrator and the interpreter were separated by a curtain. In the second condition the
curtain was removed so that they were able to see each other. In both conditions the German
narrators started to tell the story; their narratives were interpreted consecutively into English. The
video- recorded gestures were examined and described using Bressem’s notation system (Bressem
2013) in ELAN and analyzed applying a linguistic-semiotic approach (Miiller, Bressem, Ladewig
2013; Bressem, Ladewig, Miiller 2013) and taking the dynamics of discourse into account (Miiller &
Ladewig 2013).

The multimodal video analyses revealed that in the first condition the narrator and the speaker
used their individual gestures which were interactively negotiated and aligned in the second
condition. Although the attentional focus of the narrator and the interpreter was on their audience
and on their task to interpret the story, they nevertheless created empirically observable shared
meaning in a multimodal communicative manner and therefore the consecutive interpretings
became a partly joint storytelling.

As a result, consecutive interpreting should be considered an interactive dynamic process in which
meaning is negotiated interactively through both speech and gesture.

Keywords: gestural alignment, consecutive interpreting, dynamic process, meaning making
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Improvisational signing with mouthing: How
native signers create temporary expressions in
interaction

Mayumi Bono
Mayumi Bono (NII) - 2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan

Everyone has had the experience of not being able to find a word or expression to represent
something in his or her mind. In this paper, we investigate how native signers create temporary
signing expressions in interaction. Specifically, we illustrate how signers solve this problem by
examining their behaviors within the framework of conversation analysis (CA), originally
developed for the study of spoken interaction. Typically, if one encounters difficulty in expressing a
thought during an ongoing interaction, one tends to temporarily halt the current sequence, move to
separate sequence to address the problem, then return to the main sequence once the problem is
solved; this type of structured organization is called a "repair sequence.” (Schegloff et al., 1977).
Previous research pertaining to sign language interaction has not devoted much attention to this
kind of sequence organization. However, some researchers have recently begun to focus on issues
within the "turn-taking system” (Sacks et al., 1974) of signing, drawing comparisons between
signing and spoken interaction (Groeber et al.,, 2014; de Vos et al.,, 2015; Girard-Groever et al.,
2015).

In our analyses, we focus on several cases involving signers who cannot find an expression or a
word to represent a concept. For instance, in one case, when a signer wanted to produce the word
for "cartoon,” she stopped the current sequence and asked the interlocutors, "THow do you express
‘cartoon”? We observe how signers deviated from the ongoing narrative to try to solve this
problem interactively, using not only hand signing but also other modalities, such as fingerspelling
and mouth movements, referred to as "mouthing” (Braem and Sutton-Spence, 2001). Both of these
modalities are derived from spoken language but have not been treated as linguistic elements in
previous studies of sign language. A particularly interesting feature of mouthing is that it can be
produced in parallel with hand signing. In the example introduced above, the signer added
mouthing to improvisational signing to convey the concept of "cartoon.” This process is similar to
the act of writing ruby characters (e.g., a small furigana above or beside a kanji in Japanese). By
relying on mouthing, signers are able to supply a Japanese word in place of the expression or word
in sign language that they are unable to retrieve.

Native signers typically live in bilingual environments; in Japan, for instance, signers use written
Japanese for reading and writing but Japanese Sign Language for speaking. Furthermore, they have
generally had experience with oral training in elementary school, where they learned to produce
speech in Japanese. Our study shows how they use peripheral modalities, such as mouthing, in
unique ways (e.g., for solving problems in ongoing interaction and initiating repair sequences).

Keywords: Japanese Sign Language, mouthing, improvisational signing, sign language interaction
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Works of art, as objects of sharing (Arendt, 1961) with others in a foreign language course,
conspicuously trigger not only verbal reactions but also and above all other types of language
expressions. Indeed, the social context in which they are likely to be expressed can lead the foreign
language learner to resort to gestures rather than words to convey his sensorial, emotional and
affective relationship to a photograph or a painting. Besides, for Ludwig Wittgenstein (1966) and
for Daniel Arasse (2004), verbal communication is unable to describe the aesthetic reactions that
one can feel in front of pieces of art. According to them, aesthetic experience remains intimate and
unspeakable. Therefore, the use of gesture can constitute a very efficient means of expression,
which is all the more relevant in the case of second language learning as learners often do not
master appropriate lexical units to express their aesthetic relationship with accuracy and fluency
nor do they feel qualified enough to speak of art in an institutional and academic environment. We
will see, on the one hand, how gestures manage to indicate what the verbal language, on account of
its limits, cannot translate in front of artistic objects in a social context which can be perceived as
intimidating. On the other hand, we will study how they enable the language learner to make up for
his linguistic deficit and his lack of confidence. In addition to evoking the compensatory function of
gestures, we will also highlight how they can foster intersubjectivity and empathy (Berthoz, 2004)
in a multicultural context, thereby improving the processes of language learning and of
intercultural awareness. This communication is based on the results obtained in an intervention-
action-research led with four university students’ groups of advanced French as a foreign language
classes at the University Sorbonne Nouvelle-Paris 3 between 2013 and 2015. It emphasizes through
the analysis of a few examples to what extent multimodality relying on body language and on
gestures is a relevant pedagogical response to overcome the difficulties of translating our affects
towards pieces of art and to implement innovative learning tasks in which the learner becomes an
aesthetic mediator and develops the other interactants’ language creativity.

Keywords: gestures and aesthetic experience, multimodality, innovative learning tasks, mediation
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A show of hands: Plurality as a feature of two-handed
forms in silent gesture

Carl Borstell, Ryan Lepic, Gal Belsitzman
Stockholm University (SU) - Sweden

Recent research comparing sign languages (SLs) has shown that meaning influences whether a
given sign is one- or two-handed, such that SLs converge on which concepts on a Swadesh list are
named with two-handed signs (Lepic et al. 2016). When asked to invent gestures for Swadesh
items, hearing American non-signers also preferentially encode certain concepts with two-handed
gestures. Interestingly, concepts for which gesturers prefer a two-handed form are usually two-

handed in SLs, too (B,’orstell, Belsitzman & Lepic 2014). Across SLs, one of the semantic features
associated with two-handed forms is lexical plurality, where the use of the two hands directly

represent quantity by means of "articulatory plurality” (B ’orstell, Lepic & Belsitzman 2016). Our
aim here is to establish whether articulatory plurality is also observed in the silent gestures of
hearing non-signers. We compiled a target list of 50 inherently plural concepts from the literature,
in three categories: (i) reciprocals (situations involving > 1 participant; ‘argue’); (ii) collectives
(individuals grouped together; ‘team’); (iii) duals (objects consisting of two paired parts; ‘scissors’).
We matched each item with a random filler item, resulting in a 100-item list. We recruited five
hearing Swedish university students (all female, 18-30y/0) who had had no exposure to a SL to
view each item (in a fixed, randomized order) as a written Swedish word on a screen and invent a
silent gesture for each item. The responses were transcribed for number of hands: ‘two hands’
(three formational sub-types: same vs. different movements of the hands, and multiple two-handed
gestures); and ‘not two hands’ (three formational sub-types: mixed one- and two-handed, one-
handed, and non-manual gesture) (Table 1).

Our target items elicit more two-handed forms than our filler items (Figure 1), with 41/50 target
concepts being preferably two-handed, i.e. number of concepts for which more gesturers used a
two-handed form than not (Figure 2). Looking at the individual forms produced for all gesturers
(i.e. 100 items*5 gesturers, excluding ‘no response’), the fillers are roughly 50:50 in ratio for ‘two
hands’ vs. ‘not two hands’ (116:111), whereas our target items clearly prefer two-handed forms
(160:50), a significant difference according to Yates’ x2 test (x2=28.441,df=1,p< 0.001). Specifically,
target items are associated with two-handed signs with identical rather than different movements
of the hands, i.e. the formational type same rather than different (117:24) more so than filler items
(73:33), a significant difference (x2=6.0157,df=1,p< 0.05*), arguably reflecting the symmetrical
plurality of our target categories.

We argue that articulatory plurality is a feature not only of signed language, but of the visual-
gestural modality in general. Thus, we see this as a cognitive phenomenon drawing on universal
visual-iconicity principles, rather than a strictly linguistic feature of signed language.

Keywords: silent gesture, sign language, plurality, two, handed, iconicity
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Metaphorical gestures for time in the congenitally
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Like sighted people, blind people produce spontaneous co-speech gestures. In previous studies even
congenitally blind speakers produced deictic and iconic gestures much like their sighted counterparts
[1,2]. Yet, blind speakers were not observed to produce any metaphorical gestures, leading researchers to
speculate that "although blind individuals may gesture, they may not produce metaphoric gestures” [1].
The authors noted that the tasks they chose elicited few metaphorical gestures from sighted participants,
thus the question whether blind speakers typically produce metaphorical gestures has remained
open. Here we tested Early Blind (n=15) and Late Blind (n=12) Italian speakers using a task shown
previously to elicit spontaneous metaphorical gestures in sighted English speakers [3]. Participants were
videotaped while they listened to nine brief stories (50-100 words), one at a time, and then retold the
stories from a first-person perspective to a sighted confederate (as in [1,2]) seated in front of them.
Participants did not know their gestures were of interest. The four target stories (amid five fillers) each
described series of events unfolding in time; two had pastward narrative trajectories and two futureward
trajectories. These stories contained no spatial metaphors in language (e.g., a generation before); instead,
all temporal ideas were expressed using non-spatial language (e.g., a generation ago).

The speech and gesture were coded separately, following Casasanto and Jasmin [3]. The speech was
transcribed and parsed into clauses, and each clause was coded for its temporal content (pastward,
futureward, or neither), blind to the accompanying gestures. Gestures were parsed into phrases [4], "deaf”
to the accompanying speech, and the dominant direction of each stroke was coded (e.g., up, down, left,
right, ahead, back). Like English, spoken Italian contains future-is-ahead / past-is-behind expressions, and
although it is absent from speech, both blind and sighted Italians manifest a future-is-right / past-is-left
spatial mapping of time in behavioral tasks [S]. All gestures during temporal clauses were coded as
Congruent or Incongruent with these space-time mappings.

Results showed a highly significant congruity effect in all of the blind participants, combined (p<
.00001); participants produced a total of 77 gestures during temporal clauses on either the lateral or
sagittal axis, and 75% of these gestures were congruent with the predicted space-time mappings. The
congruity effect was significant in both Late Blind (p=.0002) and Early Blind (p=.048) participants
considered separately, and did not differ between groups (p=.88). We note that only 26% of participants
gestured on the axes of interest during temporal clauses, compared to 61% of sighted English speakers
performing the same task [3]. These results provide the first quantitative evidence that even congenitally
blind people produce systematic metaphorical gestures, consistent with established space-time mappings
in language and mind.

Keywords: metaphor, blind, time
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Existing writing systems for Sign Language (SL) (SignWriting [1]; HamNoSys [2]) have seldom taken
into account the results of the phonology of SL. Yet, the diversity of phonological approaches and the
scope of the results, especially for handshapes, are very rich and may cover many languages [3; 4; 5; 6].
In the context of SL study, three distinct functions can mainly define a writing system: the readibility, the
writability and the searchability. None of the existing systems offers a good compromise. In this work, we
present the construction of a graphematic system able to cover all SL handshapes existing in the world,
consisting of features based on a phonological description [6]. This multidisciplinary project, summoning
linguists and type designers, aims at producing a readable and stable, unambiguous and fully searchable
glyphic system that provides a relevant solution for the transcription of SL and for a forthcoming writing.
The graphematic and the glyphic systems (237 glyphs) are modular and adaptable to new configurations
as needed, potentially including all the 120 SLs found in the world. The conception of the glyphs was
equally guided by the highlighted phonological/phonetical features (graphematic system) and the
graphical and scriptural rules (glyph formula) [7; 8]. We consider that the phonetics for handshapes is
praxis: beside a linguistic use, phonetic doesn’t exist for signs independently from manual activities. The
influence of the gestural praxis on the symbolic gestures is investigated here (connection between
phonology and phonetics). What roles do the handshapes of prehension play [9] on SL handshapes [10]?
The distribution of the selection of the fingers, the independence of each finger, and the behavior of each
phalanx have been studied. The results challenge the ideas developped by [5] in favour of Napier’s
hypothesis of power and precise grips. This analysis suggests an influence of phonetics on the phonology
of the handshapes. These features helped designing the shapes and the graphematic system we use and on
which we build the glyph formula.

Following this work, and according to the phonological graphematic description of handshapes by [6], a
modular graphic system based on phonological key components was devised. This approach allowed an
economical and visual, yet rigorous, design process. These glyphs have been tested during a protocol
leading to a recognition task (52 subjects) and a compositional task (6 subjects). The results underlined
the need to follow logical construction rules using limited numbers of compounds (Version 2), as opposed
to more customized shapes for each configuration (Version 1). After this first phase we are organizing
and encoding the glyphs in order for them to be fully searchable through the Unicode standard.

Keywords: Sign Language, transcription, Handshapes, glyphic system, Unicode
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How do interlocutors utilize their gesture spaces for spatial-geographical orientation during
collaborative travel planning? Indicating potential destinations and routes typically involves the
use of highly context-dependent indexical expressions such as certain closed-class items (Talmy
2000) or shifters (Jakobson 1971; Author 4 et al. 2014). Our assumption is that, in spoken German
discourse, the use of place names and deictic expressions - such as prepositions (e.g., ‘nach’ (to),

‘von’ (from), ‘bei’ (at)) and locative or directional adverbials (e.g., ‘da’ (there), ‘hier (here), ‘r 'uber’
(over)) - correlates with distinct kinds of gestural shifts along the main axes (vertical, transversal,
sagittal), which consist of locating and routing gestures.Specifically, this study’s target structures
are prepositional phrases such as PREP + ADV (e.g., mach hier’, ‘nach da’ (to here/there)) and
PREP+N (‘von Norden’ (from north), ‘nach Paris’ (to Paris)) and adverbial phrases comprising

ADVlocative+ADVdirectional (e.g., ‘da r 'uber’ (over there), ‘hier hin’ (to here)). Regarding spatial
orientation and gestural charting, we observed two main strategies: a) indicating places (cities,
countries) through locating gestures; and b) tracing trajectories through routing gestures. We
hypothesize that whereas prepositional phrases entailing place names or locative adverbs correlate
with indexical locating gestures, deictic adverbial phrases may co-occur with both locating gestures
and routing gestures containing specific directional movement information that is not necessarily
specified in the concurrent speech (Clark 2003; Cooperrider & Nu'n'ez 2009; Coventry et al. 2009;
Haviland 2000; Fricke 2007).Drawing on the Multimodal Speech & Kinetic Action Corpus (MuSKA),
our approach combines qualitative and quantitative methods to analyze three time-aligned data
streams: audio, video and motion- capture data. The sub-corpus used contains 60 minutes of
annotated naturalistic discourse data. The speech transcripts were coded for shifters and the
adverbial and prepositional phrases in which they occur; the video data were coded for gestural
shifts exhibiting locating or routing functions. In three dialogues (42 minutes in total), we identified
300 gesture-accompanied occurrences of locative prepositions and adverbials (130 place names;
170 PREP + ADVlocative or ADVdirectional).Integrating the different data streams and annotated
transcripts into a multimodal database allowed us to correlate the gestures’ spatial characteristics
with co-occurring linguistic structures. In this mapping process, special attention was paid to the
gestures’ spatial attributes, such as the primarily activated axis, movement extension, and location
in the emergent and adaptive 3D gesture spaces (Author 3 & Author 4 2013). Normalizing the
motion- capture data and scaling the individual gesture spaces facilitated analyses across speakers
and dialogues. By aggregating the spatial parameters into overlays and heat maps, we visualized
clusters of multiple gesture instances with respect to the targeted linguistic structures. We suggest
that the observed patterns of correlated verbal shifters and gestural shifts may possibly be
considered instances of multimodal constructions (Goldberg 2006).

Keywords: Motion, capture, heat map, quantitative/qualitative, combined methods, gesture space, linguistics
structures
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In recent years, gesture research has seen a growing interest in the study of gestures that show a
stable form-meaning relation, are partly conventionalized and culturally shared and often fulfill
pragmatic functions. Particular emphasis has been put on a group of gestures expressing refusal
and negation in languages such as English, French or German (Kendon 2004, Harrison 2009, Calbris
2011, Author1 and Miiller 2014) for which studies identified similar forms and pragmatic functions
across languages: They function as speech-performatives (Teflendorf 2014) when rejecting,
negating or evaluating topics of talk, and they fulfill performative function when appeasing or
stopping the other. However, studies investigating these gestures in lesser-known languages are
missing. The talk presents a first analysis of gestures used for the expression of refusal, rejection,
exclusion and negation in Savosavo, a Papuan language spoken in the Solomon Islands in the
Southwest Pacific (Author2 2012). By concentrating on two recurrent gestures (sweeping and
holding away), the talk presents their main forms and functions and reveals similarities to their use
in IndoEuropean languages.

The analysis is based on a subcorpus of 6 hours of video recordings chosen from a corpus of 68
hours, consisting of mostly narratives, some procedural texts as well as a few interviews. The
subcorpus comprises monologic, dyadic as well as group constellations of altogether 14 male
speakers ranging in age from 39 to about 80. It was collected during the Savosavo Documentation
Project (Author2 2012). Altogether, 56 instances of the sweeping away and 56 instances of the
holding away gesture were identified. The gestures were analyzed using a form-based linguistic
perspective on the study of gestures (Authorl and Miiller 2014). Findings show that sweeping and
holding away gestures have particular formational and semantic cores that go along with specific
referential and pragmatic meanings. Sweeping away gestures may, for instance, enact the
completion of a series of events and the exclusion or negation or events. Holding away gestures
may, for instance, enact the stopping of events or actions of others, appease or stop the other or
take over discursive functions. Moreover, a systematic correlation of form and context for
particular formational variants of the holding away gestures could be identified. Furthermore, our
analysis revealed a gestural blend, a complex gesture derived by combining the formational and
semantic features of the sweeping and holding away gestures.

With these results, the talk contributes to a better understanding of the conventional nature and
cross-linguistic distribution of recurrent gestures. Moreover, it is the first study examining
recurrent gestures in a small, little known and endangered language. Thus, the paper also presents
a particular approach to the analysis of multimodality in the field of language documentation.

Keywords: multimodality, pragmatic gestures, negation, conventionalization, Savosavo
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The Skillful Communicator: The role of gesture in
performance and linguistic innovation

Heather Brookes
University of Cape Town (UCT) - Private Bag X3, Rondebosch, 7701, Cape Town, Western Cape, South Africa

In every day talk, there are moments when speakers ‘break through’ into performance (Hymes
1981). In these performative moments, speakers mark and reframe language as performed by using
features of communication in such a way as to draw attention to these features (Coupland 2007).
Using video recordings of spontaneous interactions, this presentation examines the role gesture
plays in performative moments among male township youth in South Africa. These performances
are creative and competitive displays of multimodal linguistic skill when youth gather in groups on
street corners to entertain and negotiate status and social position. Analysis of the functions of
gesture shows that speakers resemantisize words and create new meanings in speech using visual
depictions in the gestural mode. They distribute the semantic load between gesture and speech in
original ways that are surprising, amusing and aesthetically pleasing. The semantic co-ordination of
gesture and speech also tests the audience’s skill in catching the multiple meanings conveyed
through different modalities. Skilled speakers time gestures and speech for rhetorical impact
creating surprise and humour. They control the inter- actional space with movement, gaze, gestures
and pauses to create anticipation to hold audience attention and control participation. The co-
ordination of gesture phases with intonation, pauses and the rhythm of speech, the prosodic aspect,
makes talk exciting and euphonic as young men describe it. In every street corner group, there is
one member who is the most skilled with gesture and speech. His group recognizes his skill as the
entertainer and the source of new material whether he adapts new innovations from other groups
or creates them. The person with the most linguistic skill is always the leader of the group. The rest
of the group adopts his style of speaking and manner of gesturing. Whether the group leader’s
innovations spread beyond his street corner group depends on: (1) the level of his linguistic skill in
relation to other street corner leaders; (2) his local status based on the extent to which he embodies
the characteristics of the ideal township male; and (3) his social power within male networks. In
everyday performances, speakers build on existing linguistic and social meanings and generate
novel ones. These performances are both linguistically stylized and creative, and a mechanism by
which linguistic innovations occur and spread. Based on this analysis of male township
performative interactions, I argue that gesture is a crucial part of linguistic skill and performance
and a key device in the creation of linguistic meanings, social meanings and linguistic innovation
and spread.

Coupland, Nikolas. 2007. Style: Language Variation and Identity. Cambridge, U.K.: Cambridge
University Press. Hymes, Dell. 1981. ‘In vain I tried to tell you’: Essays in Native American
Ethnopoetics. Philadelphia, Pennsylvania: University of Pennsylvania Press.

Keywords: performance, innovation, multi modality, linguistic skill, sociolinguistics
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Predictors of Gesture Viewpoint
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Gestures can be deployed with Character Viewpoint (C-VPT), where an event is depicted as
experienced, or Observer Viewpoint (O-VPT), where the event is depicted as observed (McNeill,
1992). Factors previously associated with viewpoint distribution within English include verb
transitivity, event centrality, communicative context, discourse status and lexical form of referents,
and utterance complexity (e.g. Beattie & Shovelton, 2002; Debreslioska et al. 2013; McNeill, 1992;
Parrill 2010, 2012), but differences in viewpoint preference have also been described across
languages (e.g. Brown, 2008; Casey & Emmorey, 2009; Kita & Ozyurek, 2003). The wide range of
individual predictor variables previously reported suggests that viewpoint selection results from an
underlying combination of factors. This study examines the contribution of previously reported and
new variables in gesture viewpoint selection.

A corpus of 288 referential gestures from 47 speakers depicting motion and produced in elicited
narrative descriptions of the Sylvester and Tweety cartoon, Canary Row, were examined. Using
gesture viewpoint as a dependent variable, mixed effects logistic regression analyses, separating
bilinguals in Japanese versus English as repeated measures with participant as the random variable,
tested a number associations including the following independent variables: language of narrative
(Japanese/English); residence (USA/Japan); language background of speaker
(monolingual/bilingual); gender (male/female); motion event type (rolling down/climbing
through/clambering up/swinging across); gesture semantics (manner of motion only/path
only/manner and path conflated); argument realization (presence/absence of grammatical
subject); semantics of accompanying speech (manner of motion clause/path clause/manner and
path clause); verb transitivity (presence/absence of object); discourse status of agent (first
mention/maintained/reintroduced); linguistic referential form of agent (lexical NP/ pronoun/zero
marking); and position of gesture (aligned with agent/predicate/agent and predicate).

The model that converged with best fit indicated statistically significant main associations between
viewpoint and the following variables: language background of speaker, motion event type, and
semantics of speech. Specifically, C-VPT was significantly positively associated with events that
involved swinging and rolling (as opposed to climbing and clambering) and with monolingualism in
Japanese. Further, C-VPT was significantly negatively associated with speech expressing path of
motion and presence of grammatical subject.

Results from this corpus support some of the prior research attempting to explain gesture
viewpoint. Moreover, we reveal new factors not previously considered and discuss the complexity
of this area by proposing differing strengths of predictors of viewpoint selection, with stronger
effects of type of event, semantics of associated speech, language background of speakers, and
nature of argument realization.

Keywords: motion events, viewpoint, Japanese, English
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Mixed Systems - Context dependency and flexibility of
multimodal reference in Kreol Seselwa
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Referring to locations and individuals is part of everyday communication. Spatial and person
reference may be expressed by grammatical means such as pronouns, adpositions or
demonstratives, or by lexical means such as names or kinship terms. Furthermore, pragmatic
factors such as contextual information may also influence the form of a referential expression. Since
human communication is inherently multimodal, the establishment of a referent frequently
involves additional gestures. Referential gestures are often representational, i.e. enacting or
modelling a referent, or deictic, i.e. establishing a direct or indirect indexical link to the referent
(Kita, 2003; Mittelberg, 2013; Stukenbrock, 2014). Furthermore, gestures may refer back to already
established referents by catchments, i.e. the repetition of certain phonological features (McNeill,
2000).

Reference seems to depend on many different factors, such as cultural and social conventions,
context, and shared knowledge (Enfield & Stievers, 2007; Garde, 2013; Haviland, 1993; Levinson,
2003). As previous studies have shown, this sociocultural, contextual and interactional motivation

can also be assigned to speech-gesture interaction (Br 'uck, 2015; Enfield, Kita, & Ruiter, 2007;
Kendon, 2004; Le Guen, 2011). The interaction between these systems, i.e. the factors mentioned
above as well as the two modalities, is very dynamic and usually involves simultaneous mixing on
several levels.

The paper analyses the dynamics of multimodal reference to space and individuals in Kreol Seselwa
(KS), a French-based creole language spoken on the Seychelles. A mix of systems can be witnessed
on three levels: the mixed cultural and linguistic heritage of KS and its speakers, the mix of
modalities used for achieving reference, and the dynamic employment of the different referencing
strategies available to spatial and person reference.

The first part of the paper will give a brief overview of the theoretical approaches to multimodal
reference and the interaction of speech, gesture, and culture. Furthermore, the characteristics of KS
as a creole language as well as the cultural background of its speakers will be described. The second
part will analyse data collected in 2014/2015. The data strongly suggest that KS speakers employ
multiple referencing strategies to refer to a location or an individual in a very context-dependent
fashion, involving both vocal and gestural means. Reference to space is found to dynamically rely on
both a relative and an absolute frame of reference depending on context, modality, and availability
of shared cultural knowledge. Person reference seems to be equally flexible, often involving ad-hoc
ascriptions of metonymic gestures, frequent changes of viewpoints and a general context-
dependent reduction of explicit reference in both speech and gestures. Finally, the third part will
discuss the findings in the light of the specific language ecology of KS, highlighting the
indispensability of integrating vocal, gestural, and cultural aspects for the analysis of
communicative patterns.

Keywords: co, speech gesture, person reference, spatial reference, language ecology, hybridity
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'It's always nice to see you, Watson.” The Reception of
Multimodal Irony in Film Translation

Paulina Burczynska
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The study of verbal irony has been widely explored in the fields of literary studies, linguistic
philosophy and cognitive linguistics - and, in particular, pragmatics. More recently, research on
verbal irony has been attracting growing attention from "non-verbal researchers” and audio- visual
translation scholars. Nevertheless, the number of conducted studies on the correlation between
verbal and non-verbal resources of film language in the analysis and transfer of irony in audiovisual
texts is still limited. Against this backdrop, it is important to investigate what and how non-verbal
resources like gestures, facial expressions, sounds as well as camera movements and editing
techniques contribute to the construal, translation and thus reception of multimodal irony. The aim
of the presentation is twofold. First, I will investigate the multimodal construal of irony in the
selected scenes of two recent adaptations of Sir Arthur Conan Doyle’s Sherlock Holmes stories, i.e.
Sherlock Holmes (2009) and Sherlock Holmes: A Game of Shadows (2011) subtitled and voiced-
over into Polish to find out how irony is construed and relayed in the film text drawing on several
modes of film language, i.e. mise-en-sc’ene, cinematography, editing and sound.

Second, I will analyse the contribution of non-verbal semiotic resources to irony reception and
comprehension in the subtitled and voiced-over version of the Sherlock Holmes’ films by three
groups of Polish viewers at different levels of English knowledge. The experimental part will reveal
how the target audience retrieves ironic meaning and to what extent gestures, body movements,
facial expressions as well as sounds, camera position and editing techniques help viewers
understand multimodal irony depending on their level of source language.

The data set is interrogated using a mixed-methods approach consisting of observational tools,
questionnaires and eye-tracking. The observational phase involves multimodal transcription of
selected fragments in which irony plays a pivotal narrative role to determine what non-verbal
modes contribute to the multimodal construal of irony and how irony is relayed in the Polish
translation. The experimental phase will combine the use of eye-tracking technology and
questionnaires for the purposes of triangulation. The eye-tracking based study will reveal how
Polish viewers locate their attention on screen to retrieve non-verbal semiotic resources, in
particular gesture, facial expressions, and body movements, when watching selected fragments of
the films. The administration of questionnaires, on the other hand, will elucidate how viewers of the
translates Polish versions of the two films are able to retrieve ironic meaning in the original films.

Keywords: multimodal analysis, audiovisual translation, verbal irony, non, verbal resources, eye, tracking
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Content-biased and coordination-biased selection in
the evolution of expressive forms in cross-signing
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This paper studies communication among deaf sign language users with highly divergent linguistic
backgrounds who have no signed or written language in common. It constitutes the earliest, least
conventionalised stages of improvised communication, called "cross-signing” (Zeshan 2015), as
opposed to the semi-conventionalised contact language International Sign (e.g. Supalla & Webb
1995). The specific focus here is on the evolution of the shared repertoire amongst signers over
several weeks as they co-construct meaning across linguistic and cultural boundaries. We look at
two possible factors influencing the selection of expressive forms (cf. Tamariz et al. 2014): content-
bias (where the more iconically-motivated, and/or easily-articulated form is selected) and
coordination-bias (where participants attempt to match each other’s usage). The data set consists
of a 320-minute corpus of first encounters between dyads of signers of Nepali Sign Language,
Indian Sign Language, Jordanian Sign Language and Indonesian Sign Language. Recordings took
place at the first meeting, after one week, and after three weeks. The participants vary naturally
with regard to their linguistic and international experience as well as their age of sign language
acquisition. In addition to spontaneous conversations, we collected structured dialogues using a
Director-Matcher task. In this language elicitation game, the Director has the coloured images and
the Matcher has identical but black and white images alongside a set of colour chips from which
they need to select based on the Director’s descriptions. We coded and examined the various colour
expressions exploited by the participants. The semantic field of colour was chosen for this
investigation into the evolution of shared communication for two reasons: the visual domain of
colour retains sufficient levels of abstraction while affording signers with iconic potential.

Participants initially used a range of strategies, including pointing, articulating signs for common
objects with that colour (e.g. referring to a common iconic sign for ‘tree’ and pointing to the base to
mean ‘brown’), and their own native variants. However, three weeks later these individuals all start
using the same forms, e.g. the Indian signer’s variant for ‘green’ and the Nepali signer’s improvised
‘tree-trunk’ variant for ‘brown’. The iconic motivation of the latter and the ease of articulation of the
former suggest that the content-bias is in play. The coordination-bias also seems influential in the
group’s eventual selection of one variant (cf. Tamariz et al. 2014). We explore these and further
factors that may affect the two biases in the selection of forms within our data.

We also consider participants’ meta-linguistic skills (Zeshan 2013) and fluency in multiple sign
languages (Byun et al. in preparation).

Keywords: cross, signing, evolution, selection
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